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What’s machine learning systems design?

The process of defining the interface, algorithms, data, infrastructure, and
hardware for a machine learning system to satisfy specified requirements.
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This class will cover ...

® ML production in the real-world from software, hardware, business perspectives

® Iterative process for building ML systems at scale

O project scoping, data management, developing, deploying, monitoring & maintenance, infrastructure &
hardware, business analysis

® Challenges and solutions of ML engineering




This class will not teach ...

® Machine learning/deep learning algorithms

Machine Learning

Deep Learning

Convolutional Neural Networks for Visual Recognition
Natural Language Processing with Deep Learning

O
O
O
O

® Computer systems

o  Principles of Computer Systems
o  Operating systems design and implementation

® UX design

o Introduction to Human-Computer Interaction Design
0 Designing Machine Learning: A Multidisciplinary Approach



Machine learning: expectation

This class won't teach you
how to do this



http://www.youtube.com/watch?v=0Rg5brwfnF0

Machine learning: reality

This class will teach you how to
build something like this
(buggy but cool)



http://www.youtube.com/watch?v=bvPxsmZLqgw

Prerequisites

Knowledge of CS principles and skills
Understanding of ML algorithms
Familiar with at least one framework such as TensorFlow, PyTorch, JAX

Familiarity with basic probability theory.

You will be fine and would take away lots of good
things if you are eager to learn :)
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Artificial intelligence (Al) has the potential to create value across sectors.

700

600

500

Al impact, 400
$ billion

100

® Retail

® Transport and logistics
Travel @

Healthcare systems
and services

‘0 Consumer packaged goods

Public and social sectors @ ® Automotive and assembly

Advanced electronics/

semicanductors ® Banking
® Insurance @ Basic materials
® High tech
Media and .
entertainment ® Oil and gas
Telecommunications @ ‘ ® Chemicals
o Agriculture

Pharmaceuticals
and medical
products

@ Aerospace and defense

30 40 50

Share of Al impact in total impact derived from analytics, %

McKinsey&Company | Source: McKinsey Global Institute analysis

60)

Al value creation by 2030

13 trillion USD

Most of it will be outside the
consumer internet industry

We need more people from
non-CS background in Al!

11



ML System course (CSCE 585) is project-based

Build an ML-powered application
Must work in group of three
Demo + report (creative formats encouraged)

Evaluated by course staff and may include industry experts

See course website: https://pooyanjamshidi.github.io/mls/
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https://pooyanjamshidi.github.io/mls/

Grading (undergraduate)

e 10% Participation
e 60% Course Project (Code+Short Report)

e 30% Homework/Quizzes/Assignments/Exams



Grading (graduate)

10% Participation
40% Course Project (Code+Short Report)

20% Short Paper (e.g., SysML workshops at ICLR/ICML)

30% Homework/Quizzes/Assignments/Exams



e A[90 - 100]
o B+ [86 - 90)
¢ B[75 - 86)
e C+[70-75)
e C[60 - 70)
e D+ [55 - 60)
e D [40 - 55)

e F [0 - 40)

Grading



Office hours

e When? TR 13:00 pm - 14 pm

e Where? Innovation Building 2212



CSCE 585 as LECTURES & PROJECTS

M RESOURCES [ POLICIES % PIAZZA

Machine Learning Systems

ML. Systems

Leariing

. New to machine learning? Not sure how ML works in production? Interested to get involved in advanced ML+Systems research? This class is designed for you!

When we talk about Artificial Intelligence (Al) or Machine Learning (ML), we typically refer to a technique, a model, or an algorithm
that gives the computer systems the ability to learn and to reason with data. However, there is a lot more to ML than just

implementing an algorithm or a technique. In this course, we will learn the fundamental differences between Al/ML as a model
versus Al/ML as a system in production.

https://pooyanjamshidi.github.io/mlis/



https://pooyanjamshidi.github.io/mls/

Discussions

Piazza: you have already been added!
Ask gquestions

Answer others’ questions

Learn from others’ questions and answers

Find teammates



Course Information:
Feedback

I CSCE 590 (Machine Learning
Systems): Anonymous Feedback

Name (Optional)

Email Address (Optional)

e Please give feedback (positive or
negative) as often as and as early
as you can.

What do you like best about this course?
What would you like to change about the course?
Link: tiny.cc/s2tkbz

What are the instructor's strengths?

What suggestions do you have to improve the instructor's
teaching?

SUBMIT



Project Proposal

What is the problem that you will be investigating? Why is it interesting?
What reading will you examine to provide context and background?
What data will you use? If you are collecting new data, how will you do it?

What method or algorithm are you proposing? If there are existing
implementations, will you use them and how? How do you plan to improve
or modify such implementations? You don't have to have an exact answer at
this point, but you should have a general sense of how you will approach the
problem you are working on.

How will you evaluate your results? Qualitatively, what kind of results do you
expect (e.g. plots or figures)? Quantitatively, what kind of analysis will you

use to evaluate and/or compare your results (e.g. what performance metrics
or statistical tests)?



How projects will be
evaluated

You can work in teams of up to 2 or 3 people.

No communications between the two teams

Every teammate should be able to demonstrate her/his
contribution

The outcome will be evaluated based on the quality of the
results, report, and final presentation.

The final report is an iPython notebook that has
documentation, results, comparisons, discussions, and
related work.



Honor code: permissive but strict - don’t test us ;)

® OKto search, ask in public about the systems we’re studying. Cite all the

resources you reference.
o E.g.if youread it in a paper, cite it. If you ask on Quora, include the link.

NOT OK to ask someone to do assignments/projects for you.

OK to discuss questions with classmates. Disclose your discussion partners.
NOT OK to copy solutions from classmates.

OK to use existing solutions as part of your projects/assignments. Clarify your

contributions.

NOT OK to pretend that someone’s solution is yours.

OK to publish your final project after the course is over (we encourage that!)
NOT OK to post your assignment solutions online.

ASK the course staff if unsure!
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Important Dates

Project proposal: due Thursday, September 12.
Project milestone: due October 17.

Final report: due December 3.

Poster PDF: November 28



How the project report
should looks like?

e (?_O IPy spreelroyre UL VPR o L e e i a"j
“— C | % httas //lccalhost BB8E/5605fcda-410d-4118-9d*B-2112 74fcces 74 S B
TPIvl: Notebook spectrogram  Last savec: Jun 28 10:35 AM Logo.nt

Iile it View Insert ceal Kerne legp

(] » ry) (m] T 1 i

L]

3 o ccce H

Simple spectral analysis

An llustration ot the Liscrate [ oLng* [ransform

A=T _ogy

&=

In ‘2): from scipy.io import waviile
rate, x = wWwavfile.rmad('taat mons.wav')

And we car 2aas'y view it's spectral atructiqe Lsing mapiotin'a builtn anecgram roarna:

In '5): Zic, (axl, ax2) = plL.subplols(l,2,ligsze(15,5))
axl.piot (%) axl.nnt titlns('Raw andio nignal')
axZ.speccram(x); ax2.sel_Lille( 'Spectrogram’);

2aw audin signal

Spnctrogram

2000 : - - , : LC
—-i A 3:' ,e
'b‘ n
-g ::.-4 o
00 | - h , ,.A L

n ."
<0020

nr

04

. T TR T ——_ W T

oy
Ly Dig
AR

0 5200 10020 15000 20002 5020 32000 25020 0 2000 4000 GLO0 E002 10000 12020 1eC00 ZEQOC




How the project report
should looks like?

C M L[ filey//C:/Users/smortaz/Documents/IPython%20Notebooks/Untitled%202.html =
12 Apps &MicrosohAzureMa... | Subs | Ne B TO DT €P €N @M 3 GM mBI En < RD ETC ET Other bookmarks

[a.collections[@], b, c], a
[ "learned decisiocon function’, "true inliers’, "true outliers’],
prop=matplotlib.font_manager.FontProperties(size=11))
subplot.set xlabel("%d. %s (errors: Xd)" % (1 + 1, c1f_name, n_errors))
subplot.set xlim((-7, 7))
subplot.set_ylim((-7, 7))
plt.subplots adjust(©.64, 8.1, 0.96, ©.94, 8.1, 0.26)

plt.show()

Qutlier detection Outlier detection

= = |earned decision function - |eamed decision function
0Co true inliers 000 true inliers
e%e true outhers e®y true outhers

|

2
1. One-Class SVM (errors: 4) 2. robust covariance estimator (errors: 0)

Outlier detection Outlier detection

= = |earned decision function = leamed decision function |
©%o true inliers %o true inliers
e%y true outliers e®y true outhers




How the project report
should looks like?

TPIyl: Notebook GDP_CO2_Example Lastsaved: Feb 26 12:33 PM
File Edit View Inset Cell Kemel Help
pe ’ h - ~ " ' ° » - Code —

Andy Wikon has a nice mom tightly intemmation of d3. g and python notebook Sea
hitps fgqthub comiwisayipythonftmadSpots

some other examples (mostly experimental, need various different le+2
setups.)

hitps fqthub comicachin/Python-Notaboo k-« .3 s -mas hup fe+d

Why?

The whole ecsarcie hem 2 mostly on explonng the possibilty o have mally dynamic frontend for developing
veulzatons ordemostmtions . The ipython notebook provides a mally nise way to integmte web
technolbgwe with the powerful backend python poceeses . The will maks dynamic data explomtory m*ﬁc 1e-1
with python eazirin the furtume using mostly open-soumce softwam. Wa can sventually integmts a btz of
othercool web technobgike (e.9. webQL, htmb vidso, canvas) togsther.

What's next

In thz2 sccampls, | ves bam-bone python functions / gvas cnpt functions for the work | think the mazonabk
next =tep = to ses what & the nght kind of fmmework for mapping the javasocnpt objects and python objots le+ Re+l le+2e+2 le+2e+3 le+®e+d
(2.g9. somsathing like hitps //github com/mikedewardSpy foripython notebookor Andy Wikon's dipbts
appmoach.) Eventually, we may develope a standard =et of widgets or integmte some concept of the
‘Qrammarof Qraphee” (http.Awvww amazon.comQmmmarQmphice -Leland -Wilkingonfdp/O38 7987 740)

Te+0

2e-2
1e-2

and ggpht2-like featums (hitp:i/had.co.n2/ggpbi2/) as python notebook libmnss, 1965 | 1970 | 1975 | 1980 | 1985 | 1990 | 1995 | 2000 | 2005 |
--Jazon Chin, Feb 28, 2012

In [35): # Here we show we can re-define the function and have the javascript calls
# the re-~defined function imssmediately
# The code below plots the circles vsing the sizes propotional to the log o
# population of each country
#H Mes womsr svrmmsdsa Sha - ~A~T717 worr mav e Phe Ahaveses e AT Al e hadkd e~



Design think it a lil

Have each member of your team flesh out 20 quick ideas down on paper before
meeting. Don’t be afraid to get creative

Filter out list by doing quick Google searches on data a. Anything below GB scale of
data...good luck. Vision = big datasets b. If you have an idea, Google it first! Don’t want
to “just” reproduce the same result. There’s probably a Github with your project already

Pay attention to how long and much data the models you see are trained on
Find pattern in data+architecture combos

Ask are there little tweaks or other experiments that haven’t been done yet?
Can you extend the idea in one paper with another?

Which idea gives you more things to experiment with? 8. How can you get pretty
images / figures?



Try to avoid

Nothing special in data pipeline. Uses prepackaged source
Team starts late. Just instance and draft of code up by milestone

Explore 3 architectures with code that already exists a. One RES-
net, then a VGG, and then some slightly different thing

Only ran models until they got ~65% accuracy 5. Didn’t
hyperparameter search much

A few standard graphs: loss curves, accuracy chart, simple
architecture graphic

Conclusion doesn’t have much to say about the task besides that
it didn’t work



Aim for this

Workflow set-up configured ASAP

Have running code and have baseline model running and fully-trained
Creative hypothesis is being tested

Mixing knowledge from different aspects in DL

Have a meaningful graphic (pretty or info rich)

Conclusion and Results teach me something

++interactive demo

++novel / impressive engineering feat

++good results



Milestone Goals

We want to see you have code up and running

Data source explained correctly a. Give the true train/test/val split b. Number
training examples c. Where you got the data

What Github repo, or other code you’re basing off of

Ran baseline model have results a. Points off for no model running, no results
Data pipeline should be in place

Brief discussion of initial, preliminary results

Reasonable literature review (3+ sources)

1-2 page progress report. Not super formal
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Run Machine Learning Algorithms with Satellite Data

Use AWS Ground Station to ingest satellite imagery, and use Amazon SageMaker to label image data, train a machine

learning model, and deploy inferences to customer applications.

N

Data Ingestion
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Satellite sends data and imagery to the AWS
Ground Station antenna.

AWS Ground Station delivers baseband or

digitized RF-over-IP data to an Amazon EC2
instance.

The Amazon EC2 instance receives and
processes the data, and then stores the data

in an Amazon S3 bucket.

A Jupyter Notebook ingests data from the
Amazon S3 bucket to prepare the data for

training.

Amazon SageMaker Ground Truth labels
the images.

The labeled images are stored in the
Amazon S3 bucket.

The Jupyter Notebook hosts the training
algorithm and code.

Amazon SageMaker runs the training

algorithm on the data and trains the
machine learning (ML) model.

Amazon SageMaker deploys the ML models
to an endpoint.

The SageMaker ML model processes image

data and stores the generated inferences
and metadata in Amazon DynamoDB.

Image data received into Amazon S3
automatically triggers an AWS Lambda

function to run machine learning services on
the image data.



¥ master ~ ¥ 2branches © 0tags Go to file Add file ~

o MENG2010 Update README.md d150afd on Dec 15, 2020 &) 161 commits
W data Update README.md 11 months ago
" documents Create README.md 11 months ago
M models updated models/svm/README.md 10 months ago
W notebooks Merge remote-tracking branch 'origin/master’ 10 months ago
W src updated models/svm/README.md 10 months ago
(Y .gitignore update gitignore 9 months ago
(% LICENSE Initial commit 11 months ago
'Y  README.md Update README.md 8 months ago
% environment.yml new environment file 11 months ago
'Y requirements.txt Update requirements.txt 10 months ago
‘= README.md 4

Project ATHENA

This is the course project for CSCE585. Students will build their machine learning systems based on the provided
infrastructure --- Athena.

Overview

This project assignment is a group assignment. Each group of students will design and build an adversarial machine
learning system on top of the provided framework (ATHENA) then evaluate their work accordingly. The project will
be evaluated on a benchmark dataset MNIST. This project will focus on supervised machine learning tasks, in which
all the training data are labeled. Moreover, we consider only evasion attacks in this project, which happens at the
test phase (i.e., the targeted model has been trained and deployed).

Each team should finish three tasks independently --- two core adversarial machine learning tasks and a
competition task.

About 3

This is the course project for
CSCES85: ML Systems. Students will
build their machine learning systems
based on the provided infrastructure -
-- Athena.

adversarial-machine-learning
adversarial-example
adversarial-attacks
machine-learning-systems

adversarial-defense

00 Readme

58 MIT License

Contributors 3

Q MENG2010 MENG

\ ’ pooyanjamshidi Pooyan Jamshidi

‘. Kronemeyer

Languages

[ —
® Python 61.6%
® Jupyter Notebook 38.4%



OREILLY" Reference Book

(o] We recommend Pete's TinyML book as a reference for the projects and programming assignments.
The book is a good primer for anyone new to embedded devices and machine learning. It serves as a
good startirg point for understanding the machine learning workflow, start ing from data collection to

traininz a mode! that is good eroueh for deployinz on ultra-low power computing devices.

Machine Learning with TensorFlow Lite on
Arduino and Ultra-Low Power Microcontrollers

The course builds on top of some concepts covered within this book. We zre also prepzaring an e-book

that is agoad primer to fill-in material that is supplementary to this book. Stay tuned!

Coding Assignments

To get everyone familiar with coding on embeddec systems with ML, we will be using the examples

provided in this book as 2 starting point. Fach assignment will build on the examples provided.

Projects

The course will culminate with project demaos! You will have an opportunity to showcase vwhat you
have Iearned by incorparating your experiance into a hands-on project of your liking. Alternatively, we

will provide a list of suggested projects that will allow you to start from the class assignments.

Pete Warden &
Daniel Situnayake

15

TensorFlow Lite

* Color, brightness, proximity and gesture sensor

* Digtal microphcne
Cortex-M4 Microcontroller TensorFlow Lite (Micro)

You will I2zarn to run your ML mede!s on a Nordic nrf52840 precessor (256KB RAM, 1 You will use TF Lite (Micro] to deploy your ML models,
MB Flash, é4 MHz) on the Arduino Nano 33 BLE Sense platform. which is offered free of cost by Google.



Other project ideas

* Focusing on one aspect of ML Systems like testing, deployment,
explainabillity, etc.

* You can work with a company (interview, etc) for documenting their ML
practices, then writing a report to be submitted to a conference or a

workshop

* Mining software repositories for ML Systems practices (with a central
hypothesis)



ML in research vs. production
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This part of lecture is mainly adopted from CS 329S: Machine Learning Systems Design at Stanford
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ML in research vs. in production

Research Production
Objectives Model performance® Different stakeholders have different
objectives

“*” It’s actively being worked. See Utility is in the Eye of the User: A Critigue of NLP Leaderboards (Ethayarajh and Jurafsky, EMNLP 2020)

377


https://arxiv.org/abs/2009.13888

Stakeholder objectives

ML team
highest accuracy

38



Stakeholder objectives

ML team Sales
highest accuracy sells more ads

39



Stakeholder objectives

ML team Sales
highest accuracy sells more ads

Product
fastest inference
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Stakeholder objectives

ML team Sales
highest accuracy sells more ads

Product
fastest inference

Manager
maximizes profit
= laying off ML teams

41



Computational priority

Research

Computational priority Fast training, high throughput

Production

Fast inference, low latency

AN
4 N

generating predictions

42



Latency matters

ﬁ
</

B 30% increase in latency costs 0.5% conversion rate (2019)

Latency 100 -> 400 ms reduces searches 0.2% - 0.6% (2009)

Booking.com

43
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® Real-time: low latency = high throughput
® Batched: high latency, high throughput




ML in research vs. in production

Research

Data Static

Production

Constantly shifting

46



Data

Research
® C(Clean
® Static

® Mostly historical data

Production

® Messy

® Constantly shifting

® Historical + streaming data

® Biased, and you don’t know how biased
® Privacy + regulatory concerns

4°]



THE COGNITIVE CODER

By Armand Ruiz, Contributor, InfoWorld

The 80/20 data science dilemma

Most data scientists spend only 20 percent of their time on actual data analysis
and 80 percent of their time finding, cleaning, and reorganizing huge amounts
of data, which 1s an inefficient data strategy

48



ML in research vs. in production

Research

Production

Objectives

Model performance

Different stakeholders have different
objectives

Computational priority

Fast training, high throughput

Fast inference, low latency

Data

Static

Constantly shifting

Fairness

Good to have (sadly)

Important

49



Fairness

Google Shows Men Ads for Better Jobs

by Krista Bradford | Last updated Dec 1, 2019

Graduation

The Berkeley study found that both face-to-face and online lenders rejected a total of 1.3
million creditworthy black and Latino applicants between 2008 and 2015. Researchers
said they believe the applicants "would have been accepted had the applicant not been in
these minority groups." That's because when they used the income and credit scores of the
rejected applications but deleted the race identifiers, the mortgage application was
accepted.
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ML in research vs. in production

Research

Production

Objectives

Model performance

Different stakeholders have different
objectives

Computational priority

Fast training, high throughput

Fast inference, low latency

Data Static Constantly shifting
Fairness Good to have (sadly) Important
Interpretability™ Good to have Important

ol



Interpretability

Result from the Zoom poll

' Geoffrey Hinton
: @geoffreyhinton

Suppose you have cancer and you have to choose
between a black box Al surgeon that cannot explain
how it works but has a 90% cure rate and a human
surgeon with an 80% cure rate. Do you want the Al
surgeon to be illegal?

12:37 PM - Feb 20, 2020 - Twitter Web Ap

11K Retweets 5.2K Likes

1. Who would you rather pick?

Al Surgeon (90% accuracy) (44) 67%

Human Surgeon (80% accuracy) (22) 33%

52



ML in research vs. in production

Research

Objectives Model performance

Computational priority Fast training, high throughput
Data Static
Fairness Good to have (sadly)

Interpretability Good to have

Production

Different stakeholders have different
objectives

Fast inference, low latency
Constantly shifting
Important

Important

53



Breakout ‘s

Each lecture, you’ll be randomly assigned to a group




7 mins - no one right answer!

1. How can academic leaderboards be modified to account for multiple
objectives? Should they?

2. ML models are getting bigger and bigger. How does this affect the usability of
these models in production?

Don’t forget to introduce yourself to your
classmates!

59



Future of leaderboards

® More comprehensive utility function

O O O O O O O

Model performance (e.g. accuracy)
Latency

Prediction cost

Interpretability

Robustness

Ease of use (e.g. OSS tools)
Hardware requirements

® Adaptive to different use cases

O

Instead of a leaderboard for each dataset/task, each use case has its own leaderboard

® Dynamic datasets

O

Distribution shifts

56



Dynamic datasets

WILDS (Koh and Sagawa et al., 2020): / datasets with evaluation metrics and
train/test splits representative of distribution shifts in the wild.

Train/test
domain
Dataset Data (x) Target (y) Examples Domains (d) Domain count overlap
i time 16 X
FMoW sl jand use 523 846 |
Images regions 5 v
satellite countries 23 v
PovertyMa . asset wealth 19,669
yMap Images urban/rural 2 p 4
IWildCam2020 Car:;ﬁ;]ot;ap :;g:izls 217,609 ftrap locations 324 X
Camelyon17 tissue slides tumor 455,954  hospitals & X
OGB-MolPCBA mg'rzgt'\':r bioassays 437,929 ’ggff?;:jasr 120,084 X
Amazon ?é:?eﬁ sentiment 1,400,382 users 7,642 X
CivilComments _on'ine toxicity 448,000 demographics 16 /

comments
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Separation of Concerns is a design principle for

TraditiOnaI SOftwa Fe separating a computer program into distinct sections

such that each section addresses a separate concern

® Code and data are separate
o |nputs into the system shouldn’t change the underlying code

SEPARNTE ALL THE

Image by Arda Cetinkaya
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https://www.minepla.net/2014/10/prensip-sahibi-yazilimlar-soc-dry/

ML systems

® Code and data are tightly coupled

0 ML systems are part code, part data

® Not only test and version code, need to test and version data too

Y

the hard part



ML System: version data

® Line-by-line diffs like Git doesn’t work with datasets
® Can’t naively create multiple copies of large datasets
® How to merge changes?

o0l



ML System: test data

How to test data correctness/usefulness?

How to know if data meets model assumptions?

How to know when the underlying data distribution has changed? How to
measure the changes?

® How to know if a data sample is good or bad for your systems?

© Not all data points are equal (e.g. images of road surfaces with cyclists are more important for
autonomous vehicles)
© Bad data might harm your model and/or make it susceptible to attacks like data poisoning attacks
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Poisoned
Face

ML System: data poisoning attacks
Recognition

Physical Key
T
System
Person 1 @

-

Wrong Keys

~ Person 2

N

Fig. 1: An 1illustrating example of backdoor attacks. The
face recognition system 1s poisoned to have backdoor with
a physical key, 1.e., a pair of commodity reading glasses.
Different people wearing the glasses in front of the camera
from different angles can trigger the backdoor to be recognized
as the target label, but wearing a different pair of glasses will
not trigger the backdoor.

Targeted Backdoor Attacks on Deep Learning Systems Using Data Poisoning (Chen et al., 2017)
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https://arxiv.org/abs/1712.05526

Engineering challenges with large ML models

® Jo00 big to fit on-device
® Consume too much energy to work on-device

® Too slow to be useful
o  Autocompletion is useless if it takes longer to make a prediction than to type

® How to run CI/CD tests if a test takes hours/days?

04
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Myth #1: Deploying is hard

60



Myth #1: Deploying is hard

Deploying is easy. Deploying reliably is hard

6/



Myth #2: You only deploy one or two ML models
at a time

68



Myth #2: You only deploy one or two ML models
at a time

Booking.com: 150+ models, Uber: thousands

' NETFLIX

REESEARCH

- : i - ; —— . \‘ . . ——
Content Valuation | .
Optimize Production Schedules Screenplay Analysis Using NLP

Predict Quality of Network Machine Translation

Fraud Detection ntant TacdinE
: Classify Support Tickets @55
Predict Churn 2

Title Portfolio Optimization

Estimate Word-of-Mouth Effects
Cluster Tweets



Myth #3: If we don’t do anything, model
performance remains the same
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Myth #3: If we don’t do anything, model
performance remains the same

Concept drift

71



Myth #3: If we don’t do anything, model
performance remains the same

Concept drift
Tip: train models on data generated 2 months ago & test
on current data to see how much worse they get.

72



Myth #4: You won’t need to update your models
as much
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Myth #4: You won’t need to update your models
as much

DevOps standard

® Etsy deployed 50 times/day
¢ Netflix 1000s times/day
® AWS every 11.7 seconds

Weibo’s ML iteration cycles: 10 minutes

74



Weibo’s iteration cycle: 10 mins

Machine learning Platform in Weibo (WML) —

CTR model iteration

S— welbo.com

After successive iterations, Weibo machine learning platform (WML), can support over 100B parameters, Tm QPS,
and iteration cycle around 10 minutes now.

10+
100&1..."'

Weilearn 1.0
+ LR

Offline machine leaming

LR

100K
20+
18 .
B

30+|I

i.i}
2.0
+ GBDT

Offline machine lsaming
LR
GBODT
GBDT+LRA

80+
108
I "'||.
-

190+
1008 I

3.0
+ DNN

Offiine machine leaming
LR
GBOT
GBOT+LR
Deep learning

Wide& Deep

4.0
+ FM

Offline machine leaming
LR
GBD1
GBDT+LR
b
MF
Deep learming
Wide&Deep

B Parameter scale
Bl Model count

B Model service QPS
S Iteration cycle

R

1
.\

5.0
+ Online FM

Online machine learning
Onilne FM/FFM
Offline machine learning
LR/GBDT/GBDT+LRA
FM/MF

Deeop learming .
Widel Deep
Deepl M
OSSMm

-+ Weilearn 6.0

+ Online DNN

Online deep leaming
Enfarce the expressive
power of online machine

loarming model

Machine learning with Flink in Weibo (Qian Yu, QCon 2019)
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https://www.youtube.com/watch?v=WQ520rWgd9A&ab_channel=FlinkForward

ML + DevOps =

76



Myth #5: Most ML engineers don’t need to worry
about scale

17



Myth #5: Most ML engineers don’t need to worry
about scale

Company Size

Just me - | am a freelancer, sole proprietor, etc. 6.1%
2-9 employees 10.3% |
10 to 19 employees 9.4%
20 to 99 employees 21.2% |
100 to 499 employees 17.9% |
500 to 999 employees 6.4%
1,000 to 4,999 employees 10.5% |
5,000 to 9,999 employees 4.2%

10,000 or more employees 14.1% |

StackOverflow Developer Survey 2019



https://insights.stackoverflow.com/survey/2019

Myth #6: ML can magically transform your
business overnight
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Myth #6: ML can magically your business
overnight

Magically: possible
Overnight: no

80



Efficiency improves with maturity

Model deployment timeline and ML maturity
0% 25% 50% 75% 100

Getting developed
models into production

Early adopters
(models in production
1-2 years)

Mid-stage adopters
(models in production
2—4 years)

Sophisticated
(models in production
5+ years)

0% 25% 50% 75% 100

. 0-7 days . 8-30 days . 31-90 days . 91-365 days - 1+ years

2020 state of enterprise machine learning (Algorithmia, 2020)
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https://info.algorithmia.com/hubfs/2019/Whitepapers/The-State-of-Enterprise-ML-2020/Algorithmia_2020_State_of_Enterprise_ML.pdf




Software 1.0 vs Software 2.0

’ 2 - a[d‘j.wor‘d == b) \ "‘;
’ return c; } function dynamicSort(a) { wrbey *

D = -1, 2 = a.sibrin(L); retum fucinld

2.1 3 Q)d%ib; };}hr{ct;:f-
P ) 3 cla)> d[ai“._ : )(9 e g~

we, b += > " ere-Toiot g

o Written in code (C++, ...)  Written in terms of a neural

. , , network model with
 Requires domain expertise

1. Decompose the problem * A model architecture

* Weights that are
determined using

3. Compose into a system optimization

2. Design algorithms

https://medium.com/@karpathy/software-2-0-a64152b37c35



Software 1.0 vs Software 2.0

f » . 1 aid].wor‘d ) | oty
’ return €3 )} tunction dynamicSort(a) { wrbek *

‘. - 01, $ = 9.5 br.or(1)); - return functionic, )

o ) function o5
g

& al > dla)?21:
' ‘zos[.]b-t' |

¢ I"pUt: AlgOritth in COde Gradi:r:;—;lescentcanwritecode betterthan‘ ® I“p”t: Training data

you. I'm sorry.

356 PM - 4 Aug 2017

 Compiled to: Machine e -|9090000:24  Compiled to: Learned
Instructions ry—— parameters

https://medium.com/@karpathy/software-2-0-a64152b37c35



Software 1.0 vs Software 2.0

 Easier to build and deploy * A wide range of applications
from self-driving cars, to
 Build products faster game, healthcare, robotics,

space, and social good.
* Predictable runtimes and
memory use: easier  1000x Productivity: Google
qualification shrinks language translation
code from 500k LoC to 500

https://jack-clark.net/2017/10/09/import-ai-63-google-shrinks-language-translation-code-from-500000-to-500-lines-with-ai-only-25-of-surveyed-people-believe-
automationbetter-jobs/

https://ai.google/social-good/



What is going on in this mad era of Al/ML!

t’s incredible, isn’t it?

Incredible advances In:

1. Image Recognition (ImageNet + Deep Learning

2. Reinforcement Learning (DeepMind AlphaGo Zero

3. Natural Language Processing (GPT-3

- Wl




What is going on in this mad era of Al/ML!

They are taking over our society too!




Al is becoming the integral .
part of our every
Should we be worried? day lite

33

Artificial Intelligence
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Al i1s becoming the integral part of our everyday life

Should we be worried?




Al could be racist

Algorithmic bias

NEWS . 24 OCTORFR 2019 . UPDATE 26 DCTO3ER 2019

Millions of black people affected by racial
biasin health-care algorithms

Study reveals rampant racism in decision-making software used by US hospitals
and highlights ways to correctit.

Heidi Ledford

}~ PDF version

RELATED ARTICLES

A fairerway forward for Alin
healthcare

Bias detectives: the
researchers striving (o make
algorithms fair

\

Canwe open the black box of AI?

Gleck people vAth complex medinz needs were less likely than equal y lll white peopl2 10 he

SUBJECTS

r=ferred to pragrammes that pravide mores perscralizec care. Crecit: Ed Kashi/Vil/Reduy feyevine

Comparter science Healkh care

Analgorithm widely uscd in US hospitals to allocate health care to paticnts ey

has beensystemarically discriminating against black people, asweeping
analysis has found.
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Al could be rac

Algorithmic bias
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Al could be also gender biased

Algorithmic bias




Al could be also gender biased

Algorithmic bias

Dealing With Bias in Artificial

Intelligence

Three women with extensive experience in A.l. spoke on the topic

and how to confront it.

9230 C
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What is the source of the probl

Data or Algorithms or Both?

ALGORITHMIC
JUSTICE
LEAGUE

Does your data reflect the world?
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Al/ML Systems can be easily fooled!

What? Yes, it is true, and the implications could be massive!

Deep neural networks (DNNs) are brilliant at image
recognition — but they can be easily hacked.

These stickers made an | Speed limit 45
artificial-intelligence [ 2
system read this stop |

sigh as ‘speed |limit 45'.

PERCEPTION PROBLEMS

Adding carefully crafted noise to a picture can create a new image that
people would see as identical, but which a DNN sees as utterly different.

Scientists have
evolved images that
look like abstract
patterns — but which
DNNs see as familiar
objects.

onature

In this way, any starting image can be tweaked so a DNN
misclassifies it as any target image a researcher chooses.

enature



Al/ML Systems can be easily fooled!

What? Yes, it is true, and the implications could be massive!

Rotating objects in an image confuses DNNSs, probably because they
are too different from the types of image used to train the network.

Dumb-bell

Opponent = 0 Ties =0 Victim = 0 Opponent = 0 Ties =0 Victim = ()
Normal (Z0002) Normal (ZooV?2) Adversary (Adv2) Normal (ZooV2)

Even natural images Manhole cover
can fool a DNN, | |
because it might focus
on the picture’s colour,
texture or background
rather than picking out
the salient features a
human would
recognize.

onature



Al and Compute

The amount of compute used in the largest Al training runs has been increasing exponentially with a 3.4-month doubling time (by
comparison, Moore’s Law had a 2-year doubling period).

AlexNet to AlphaGo Zero: A 300,000x Increase in Compute AlexNet to AlphaGo Zero: A 300,000x Increase in Compute

Log Scale In2ar Scale Log Scale Linear Scele
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Neurel Architacture
Search
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* Seq2Seq ResNets
Visualizing and
Understanding Conv Bec ‘.IeNet
AlexNet Nels vy
° E)
o
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SuUAa ] A
Translaticn
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Al and Compute

Two Distinct Eras of Compute Usage in Training Al Systems

Two Distinct Eras of Compute Usage in Training AI Systems

Show Error Bars All Domains v
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o Q
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Al and Compute

Two Distinct Eras of Compute Usage in Training Al Systems

Two Eras of Compute Usage in Training Al Systems
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Al and Compute

Two Distinct Eras of Compute Usage in Training Al Systems

1980s deay

More
Compute

Machine Learning

Accuracy

|
|
|
|
|
|
|
|
|
|
: Conventional algorithms
|
|
|
|
|
|
|
|
|

Data size, model complexity Adanted from Jeff D
apte rnmde ean

HotChips 2017



Machine Learning Systems

Algorithmic Bias

NEWS . 24 OCTOBRER 2019 . UPDATE 26 DCTOBER 2019

Millions of black people affected by racial
biasin health-care algorithms

Study reveals rampant racism in decision-making software used by US hospitals
and highlights ways to correctit.

Heidi Ledford

}~ PDF version

RELATED ARTICLES

A fairer way forward for Alin P .
healthcare § i3

Bias detectives: the ey
researchers striving tomake »-
algorithms fair

‘ Canwe open the black box of AlI?

Gleck people vAth complex medinz needs were less likely than equal y lll ‘white peopl2 10 bhe
SUBJECTS

r=ferred to pragrammes that pravide mars persoralizee care. Crecit: Ea Kashi/VIi/Redux feyevine

Computer science Health care Policy

Analgorithm widely usedin LIS hospitals to allocate health care to paticnts ey

has beensystemarically discriminating against black people, a sweeping
analysis has found.

Fooling Al Systems
FOOLING THEAI

Deep neural networks (DNNs) are brilliant at image
recognition — but they can be easily hacked.

v,‘

Speed limit 45

These stickers made an
artificial-intelligence
system read this stop
sign as ‘speed limit 45’

Scientists have
evolved images that
look like abstract
patterns — but which
DNNs see as familiar
objects.

enamre
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What is missing?

The gap between ML Research and Production

@& Chip Huyen @chipro - Jul 19, 2019 v
- Replying to @chipro
Most candidates told me the hardest questions for them are the machine

learning system design questions. They don't know what a good answer to
these questions looks like. Interviewers: any tips?

O 18 T QO 132 T,

_ Ravi Ganti @gmravi2003 - Jul 19, 2019 v

When | ask such guestions, what | am looking for is the following. 1. Can
the candidate break down the open ended problem into simple

components (building blocks) 2. Can the candidate identify which blocks
require ML and which do not.

O () Q 9 T




What is missing?

The gap between ML Research and Production

” . Dmitry Kislyuk @dkislyuk - Jul 19, 2019 v
N Replying to @lishali88 and @chipro

Most candidates know the model classes (linear, decision trees, Istms,
convnets) and memorize the relevant info, so for me the interesting bits in
ML systems interviews are data cleaning, data prep, logging, eval metrics,
scalable inference, feature stores (recommenders/rankers)

9 Tl O 71 T



What is missing?

The gap between ML Research and Production

lllia Polosukhin @ilblackdragon - Jul 20, 2019 v

| think this is the most important question. Can person define problem,
iIdentify relevant metrics, ideate on data sources and possible important
features, understands deeply what ML can do. ML methods change every

year, solving problems stays the same.

O () Q 3 N

O




In ML Systems, only a small fraction is comprised of actual ML code

Hidden Technical Debt in Machine Learning Systems

D. Sculley, Gary Holt, Daniel Golovin, Eugene Davydov, Todd Phillips
{dsculley,gholt, dgg, edavydov, toddphillips}@google.com
Google, Inc.

Dietmar Ebner, Vinay Chaudhary, Michael Young, Jean-Francois Crespo, Dan Dennison

{ebner, vchaudhary, mwyoung, jfcrespo, dennison}@google.com
Google, Inc.

Abstract

Machine learning offers a fantastically powerful toolkit for building useful com-
plex prediction systems quickly. This paper argues it 1s dangerous to think of
these quick wins as coming for free. Using the software engineering framework
of technical debt, we find 1t 1S common to incur massive ongoing maintenance
costs in real-world ML systems. We explore several ML-specific risk factors to
account for in system design. These include boundary erosion, entanglement,
hidden feedback loops, undeclared consumers, data dependencies, configuration
issues, changes in the external world, and a variety of system-level anti-patterns.




A vast array of surrounding infrastructure and processes is heeded to support
evolution of ML systems

Machine
Data -
Verification M':ﬁ:g:rrggm Monitoring
Configuration Data Collection Serving
Infrastructure
code Analysis Tools

Feature

: Process
Extraction

Management Tools




Technical debt that can accumulate in ML systems

 Data dependencies
 Model complexity

* Reproducibility

* Jesting

* Monitoring

* Configuration issues

» External changes



Systems issues in ML Systems

Understanding the Nature of System-Related Issues in Machine
Learning Frameworks: An Exploratory Study

Yang Ren Gregory Gay
University of South Carolina Chalmers and the University of Gutenberg
USA Sweden
Christian Kastner Pooyan Jamshidi
Carnegie Mellon University University of South Carolina

USA USA



System = Software + Middleware + Hardware

& —_
‘t W/
r b @ SQLite Frontend
Network
Lib Clients API Application
Devices Layer
Task Scheduler Device Drivers
Compilers Process Manager OS/Kernel
Layer
File System Memory Manager
o CPU Memory
Hardware
7 284 GPU Controller Layer
A2 " . Deployment
SoC Generic hardware  Production Servers 1




Systems issues in ML Systems

Category (Short Title)

Definition

API Mismatch (API)

Compilation Error (Compl)
Configuration Error (Config)

Connection Error (Conn)

Data Race (Race)

Execution Error (Exec)
Hardware-Architecture
Mismatch (HA)

Memory Allocation (MA)

I/O Slowdown (I/0O)

Memory Leak (ML)

Model Conversion (Conv)
Multi-Threading Error (MT)
Performance Regression (PR)
Slow Synchronization (SYNC)

Unexpected Resource Usage
(RU)

Change to API version or mixed usage of APIs leading to
performance degradation.

Failure to compile the source code.

Configuration settings lead to performance degradation or
error.

Unexpected or wrongly-formatted connection request leads
to error.

Two or more threads access the same memory location con-
currently.

Unexpected error leads to the execution process crashing.
Unfit hardware architecture leads to performance degrada-
tion or compilation error.

Memory allocation leads to performance degradation.
Issues with I/O processes lead to performance degradation.
A failure in a program to release memory.

Performance degradation due to type conversion/cast.
Performance degradation due to thread interaction.
Performance degradation after a change to the system.
Synchronization between components leads to performance
degradation.

Unusual system resource usage or requests leading to error
or performance degradation.



The Building Process of ML Systems

Continuous Delivery for ML Systems

Source and prepare

your data

&

Deploy your trained

model

Code your model

&

Get predictions

from your model

&

Train, evaluate and

tune your model

&

Monitor the ongoing

predictions

&

Manage your models

and versions



A Machine Learning System is more than just a model
Change in ML Systems

105 o0 *

Data Model Code

Schema Algorithms Business Needs
Sampling over Time Mare Training Bug Fixes
Volume Experiments Configuration

martinFowler.com

Continuous Delivery for Machine Learning



Train ML model, integrate it with an application, and deploy into production

—P>

training code Model - 00
Building 00 —>
-
1

model
Deployment s o &
labeled data

Q)

web app code

production

martinFowler.com

Continuous Delivery for Machine Learning



ML model behind a web application

< C (@ localhost:5005
Sales forecast
Date YYYY-MM-DD
Product Milk

A
v

Prediction:




Challenges

e Throw over the wall

ML engineers, developers

 Models that only work

N a lab environment training code M'od.el
I Building
» Even if make it to 1]
production, they labeled data

production

become stale and 4
hard to update

AR web app code
data scientists

data engineers

 Reproducible and
auditable



ML pipeline

o 0 ©

download data.py . : evaluation.py
l ; ,III 3 : 00

OO0

: Training Data : model.pkl
1 . —

Data " splitter.py > I I I “~ decision_tree.py > I I I

Validation Data metrics.json




Configure ML pipeline: DVC tracks ML models and data sets

commit 8d/aaid

767

O Deploy to

'G} production



Configure ML pipeline: DVC tracks ML models and data sets

dvc run -f input.dvc \ @
-d src/download_data.py -o data/raw/store47-2016.csv python src/download_data.py
dvc run -f split.dvc \ @
-d data/raw/store47-2016.csv -d src/splitter.py \
-0 data/splitter/train.csv -o data/splitter/validation.csv python src/splitter.py
dvc run ©
-d data/splitter/train.csv -d data/splitter/validation.csv -d src/decision_tree.py \
-0 data/decision_tree/model.pkl -M results/metrics.json python src/decision_tree.py



Configure ML pipeline: DVC tracks ML models and data sets

« Each run will create a file, that can be committed to version control

 DVC allows other people to reproduce the entire ML pipeline, by executing
the dvc repro command.

e Once we find a suitable model, we will treat it as an artifact that needs to be
versioned and deployed to production.

 With DVC, we can use the dvc push and dvc pull commands to publish and
fetch it from external storage.



Configure ML pipeline: DVC tracks ML models and data sets

Code Data
Github, Gitlab, any Git Server S3, Azure, Google Cloud, SSH

Remote

[\ A 1\
o [l0] ) —e— A

code model.pkl.dvc model.pkl
1KB 500MB



There are other open source tools for versioning
Pachyderm
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There are other open source tools for versioning
MLflow

ml7 /o

Local Execution
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Model Serving

Abstract level

Inception V3
Model File

Model Server

What's in this image?

e_

REST/RPC

—
Panda (0.89)



Model Serving

TF Serving




Model Serving

Web app
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Model Serving

Internet of Thing

) Google Cloud Platform
Historical Data
Cloud Storage

Model Training

\/

Prediction Model
Cloud ML Engine

loT Device \ 4

Saved Model
Cloud Storage




Model Serving

Stream Processing System

Input Event Input Event
v 7
> 2 Model Servi
odel Serving
% kafka ﬂ KSQL a KSQL Request TensorFlow Serving
+ >
¢ N
N Response r
] §8
Tensor kClH(O lensor
v V
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Model Serving

Embedded model

e Simple approach

* You treat the model artifact as a dependency that is built and packaged within
the consuming application.

* You can treat the application artifact and version as being a combination of
the application code and the chosen model.



Model Serving

Model deployed as a separate service

 The model is wrapped in a service that can be deployed independently of the
consuming applications.

* This allows updates to the model to be released independently, but it can also
introduce latency at inference time

 There will be some sort of remote invocation required for each prediction.



Model Serving

Model published as data

 [he model is also treated and published independently,
 But the consuming application will ingest it as data at runtime.

* We have seen this used in streaming/real-time scenarios where the
application can subscribe to events that are published whenever a new model
version Is released, and ingest them into memory while continuing to predict
using the previous version.

o Software release patterns such as Canary Releases can also be applied in
this scenario.



Export ML models to production environment
Open Neural Network Exchange

Training framework Deployment target
. t~ O PyTorch
Keras ~szzi---—---oooeoo ': : Cognitive
- B
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Testing and Quality in Machine Learning

 Regardless of which pattern you decide to use, there is always an implicit
contract between the model and its consumers.

 The model will usually expect input data in a certain shape, and if Data
Scientists change that contract to require new input or add new features, you
can cause Iintegration issues and break the applications using It.

* So testing becomes important.

Continuous Delivery for Machine Learning



Testing Machine Learning Systems
Validating data

* Jests to validate input data against the expected schema, or to validate our
assumptions about its valid values:

e Values fall within expected ranges
e Values are not null
* Unit tests to check features are calculated correctly:
 Numeric features are scaled or normalized,
* One-hot encoded vectors contain all zeroes and a single 1

 Missing values are replaced appropriately



Testing Machine Learning Systems

Validating component integration

* Jest the Integration between different services:

 Contract Tests to validate that the expected model interface is compatible
with the consuming application.

* Jest that the exported model still produces the same results:

 Running the original and the productionized models against the same
validation dataset, and comparing the results are the same.


https://martinfowler.com/bliki/ContractTest.html

Testing Machine Learning Systems
Validating the model quality

« ML model performance is hon-deterministic.

* Collect and monitor metrics to evaluate a model's performance,
* Error rates, accuracy
 Precision, recall
 AUC, ROC, confusion matrix

 Threshold Tests in our pipeline, to ensure that new models don't degrade
against a known performance baseline.



Testing Machine Learning Systems

Validating model bias and fairness

 Check how the model performs against baselines for specific data slices:

* |Inherent bias in the training data where there are many more data points for
a given value of a feature (e.g. race, gender, or region) compared to the
actual distribution in the real world.

* A tool like Facets can help you visualize those slices and the distribution of
values across the features in your datasets.



Testing Machine Learning Systems

Integration Test

 When models are distributed or exported to be used by a different
application,

* The engineered features are calculated differently between training and
serving time.

» Distribute a holdout dataset along with the model artifact, and allow the
consuming application team to reassess the model's performance against the
holdout dataset after it is integrated.

* This would be the equivalent of a broad Integration Test in traditional
software development.



Governance process for ML Systems

Experiments Tracking

* Jo capture and display information that will allow humans to decide if and
which model should be promoted to production.

e |t is common that you will have multiple experiments being tried in parallel, and
many of them might not ever make it to production.

 The code for many of these experiments will be thrown away, and only a few
of them will be deemed worthy of making it to production.

e Different Git branches to track the different experiments in source control.

* TJools such as DVC can fetch and display metrics from experiments running in
different branches or tags, making it easy to navigate between them.



Governance process for ML Systems

ml//c

Experiments

userz2

useri

MLflow Tracking web Ul

useri

Experiment ID: 1 Artifact Location: gs://cd4ml-mlflow-tracking/1

Search Runs:
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1 matching run Delete Download CSV &, = | B8
Date w User Run Name Source Version
2019-04-28 00:03:22 go o Cldecision_tree.py b24402
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RParameters
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RANDOM_FOREST

n estimators
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GitHub Docs
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Clear
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Model Deployment

Multiple models

 More than one model performing the same task.
* Train a model to predict demand for each product.

* Deploying the models as a separate service might be better for consuming
applications to get predictions with a single API call.

* You can later evolve how many models are needed behind that Published
Interface.



Model Deployment

Shadow models

 Deploy the new model side-by-side with the current one, as a shadow model

» Send the same production traffic to gather data on how the shadow model
performs before promoting it into the production.



Model Deployment

Competing models

 Multiple versions of the model in production — like an A/B test

* |nfrastructure and routing rules required to ensure the traffic is being
redirected to the right models.

* Jo gather enough data to make statistically significant decisions, which can
take some time.

* Evaluating multiple competing models is Multi-Armed Bandits,

* Jo define a way to calculate and monitor the reward associated with using
each model.
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Model Deployment

Online learning models

* Jo use algorithms and technigues that can continuously improve Its
performance with the arrival of new data.

* Constantly learning in production.

 Extra complexities, as versioning the model as a static artifact won't yield the
same results If it is not fed the same data.

* You will need to version not only the training data, but also the production
data that will impact the model's performance.



Orchestration in ML Pipelines

* Provisioning of infrastructure and the execution of the ML Pipelines to train
and capture metrics from multiple model experiments

* Building, testing, and deploying Data Pipelines
* [esting and validation to decide which models to promote

* Provisioning of infrastructure and deployment of models to production




Continuous Integration and Delivery
GoCD
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A Continuous Delivery Scenario for ML

1. Machine Learning Pipeline:
* To train and evaluate ML models
* Jo execute threshold test to decide if the model can be promoted or not
* dvc push to publish it as an artifact
2. Application Deployment Pipeline:
* o build and test the application code
* Jo fetch the promoted model from the upstream pipeline using dvc pull
* Jo package a new combined artifact that contains the model and the application as a Docker image

* Jo deploy them to a production cluster martinFowler.com

Continuous Delivery for Machine Learning



Combining Machine Learning Pipeline and Application Deployment Pipeline
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ML Model Monitoring

How models perform in production and rollback mechanisms

 Model inputs:
 What data is being fed to the models, identifying training-serving skew.
 Model outputs:

 What predictions and recommendations are the models making from these
iInputs, to understand how the model is performing with real data.



ML Model Monitoring

How models perform in production and rollback mechanisms

 Model interpretability outputs:

 Metrics such as model coefficients, ELI5, or LIME outputs that allow further
Investigation to understand how the models are making predictions to
identify potential overfit or bias that was not found during training.

hi there, i am here looking for some help. my friend is a interic

graphics software on pc. any suggestion on which software tc
sophisticated software(the more features it has,the better)

y=0 (probability 0.000) top features y=1 (probability 0.100) top features y=2 (probability 0.900) top features

Contribution’? Feature Value | contribution? Feature Value | Contribution? Feature Value
+0.301 <BIAS> 1.000 +0.427 <BIAS> 1.000 +0.289 hue 0.670
+0.064 color_intensity 8.500 +0.033 proline 630.000 +0.272 <BIAS> 1.000
+0.004 malic_acid 4.600 +0.022 0d280/0d315_of_diluted_wines 1.920 +0.095 color_intensity 8.500
-0.018 alcalinity_of_ash 25.000 +0.009 alcalinity_of_ash 25.000 +0.083 flavanoids 0.960
-0.044 total_phenols 1.980 +0.006 total_phenols 1.980 +0.067 proline 630.000
-0.055 flavanoids 0.960 -0.003 proanthocyanins 1.110 +0.056 malic_acid 4.600
-0.100 proline 630.000 -0.010 alcohol 13.400 +0.038 total_phenols 1.980
-0.153 hue 0.670 -0.028 flavanoids 0.960 +0.010 alcohol 13.400
-0.060 malic_acid 4.600 +0.009 alcalinity_of_ash 25.000

-0.137 hue 0.670 +0.003 proant hocyanins 1.110

-0.160 color_intensity 8.500 -0.022 o0d280/od315_of_diluted_wines 1.920




“Why Should | Trust You?”

Explaining the Predictions of Any Classifier

cIampis #5 of G True Class: . Atheism SIS | Next

Algorithm 1 Algorithm 2
Words that Al considers important:

Words that A2 considers important: Predicted:

. Atheism

Prediction correct:

GOD Posting

Prediction correct: Host

through Nntp
Document Document
From: pauld@verdix.com (Paul Durbin) From: pauld@verdix.com (Paul Durbin)
Subject: Re: DAVID CORESH IS! GOD! Subject: Re: DAVID CORESH IS! GOD!
Nntp-Posting-Host: sarge.hg.verdix.com Nntp-Posting-Host: sarge.hq.verdix.com
Organization: Verdix Corp Organization: Verdix Corp

Lines: 8 Lines: 8




Explaining individual predictions

A model predicts that a patient has the flu, and LIME highlights the symptoms In the patient’s history that led to the prediction

/ snecze BEE Explainer SNeb sl
: LIME
o I\;V: ;%I;tch o ( ) headache
\ no fatigue no fatigue
age 7
Model Data and Prediction Explanation Human makes decision



ML Model Monitoring

How models perform in production and rollback mechanisms

 Model outputs and decisions:

 What predictions our models are making given the production input data,
and also which decisions are being made with those predictions.

o Sometimes the application might choose to ignore the model and make a
decision based on pre-defined rules (or to avoid future bias).



ML Model Monitoring

How models perform in production and rollback mechanisms

e User action and rewards:

 Based on further user action, we can capture reward metrics to understand
If the model is having the desired effect.

 For example, if we display product recommendations, we can track when
the user decides to purchase the recommended product as a reward.



A pipeline for model monitoring
ELK

* Elasticsearch: an open source search engine.
 Logstash: an open source data collector for unified logging layer.

» Kibana: an open source web Ul that makes it easy to explore and visualize
the data indexed by Elasticsearch.



A pipeline for model monitoring
ELK




Logging

predict_with_logging.py...
df = pd.DataFrame(data=data, index=['rowl'])
df = decision_tree.encode_categorical_columns(df)
pred = model.predict(df)
logger = sender.FluentSender (TENANT, host=FLUENTD_HOST, port=int(FLUENTD_PORT))
log_payload = {'prediction': pred[0], **data}
logger.emit('prediction’', log_payload)



A pipeline for model monitoring
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An End-to-End ML Building Process
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Machine Learning Systems
Next class: Foundations of Neural Networks and Learning

https://pooyanjamshidi.github.io/mls/ | Pooyan Jamshidi




