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Reducing Size of 
Network Reduces Work 

and Storage



Prune Unneeded 
Connections



Pruning

Han et al. Learning both Weights and Connections for Efficient Neural Networks, 
NIPS 2015 



Retrain to Recover 
Accuracy



Pruning of AlexNet



Pruning of VGG-16



Pruning Neural Talk and 
LSTM



Pruning Neural Talk and 
LSTM



Speedup of Pruning on 
CPU/GPU



History of Pruning

Yann LeCun, John S. Denker, and Sara A. Solla. Optimal Brain 
Damage. In Advances in Neural Information Processing Systems, 
pages 598–605. Morgan Kaufmann, 1990. 

Babak Hassibi, David G Stork, et al. Second order derivatives for 
network pruning: Optimal brain surgeon. Advances in neural 
information processing systems, pages 164–164, 1993. 



Reduce Storage for 
Each Remaining Weight



Trained Quantization 
(Weight Sharing)

Han et al. Deep Compression: Compressing Deep Neural Networks with Pruning, 
Trained Quantization and Huffman Coding, arXiv 2015 



Weight Sharing via K-
Means



Trained Quantization



Bits per Weight



Pruning + Trained 
Quantization



Summary of Compression



30x – 50x Compression 
Means

• Complex DNNs can be put in mobile applications 
(<100MB total): 

• 1GB network (250M Weights) become 20-30 MB


• Memory bandwidth reduced by 30-50x: 

• Particularly for FC layers in real-time applications with 

no reuse


• Memory working set fits in on-chip SRAM

• 5pJ/word access vs 640pJ/word


