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| PostdocT, Imperial

P College London, UK, I B Sc. CS & Math,

W -42014-2016 Amirkabir, Iran,
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My story ...

Machine Learning
Learning - Systems



Back in 2010

| started studying the use of
for Cloud Auto-scaling.
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Changed Research Focus

First Postdoc at Imperial College London

| started studying
applications to Computer Systems (big data, control
theory).
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Slight Change in Research Focus

Second Postdoc at Carnegie Mellon University

| started studying ranster Learning and Ifs applications
fo Computer Systems (Robofs).
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New Research Directions at UofSC

This I1s my first academic position

| started studying causal Al, adversarial ML, and representation learning and their
applications to computer systems (autonomous robbots, NASA, and on-device Al).

Autono’_ _Pe rformance
4 C flgu tlon |
S stems % 7}
! 4 i ¢ Software |
\ Ro botlcs gl }
Mode™® . = ___~Control
Robustness Theory
NPT ¢ J Causal
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Artificial Intelligence and Systems Laboratory (AlSys)

Research Areas: https://pooyanjamshidi.github. |o/AISys/

- Causal Al
- ML for Systems

- Systems for ML
- Adversarial ML

- Robot Learning ~ _ .
: : Fatemeh Ghofrani Abir Hossen Sonam Kharde Samuel Whidden Rasool Sharifi
- Representatlon Learnmg (PhD Student) | (PhD student) (Postdoc) (Undergraduate) (PhD student)

SponsorS'

Saeid Ghafouri

(PhD student) Hamed Damirchi  Shahriar Igbal ~ Mehdi Yaghouti Kimia Noorbakhsh

(PhD student) (PhD student) (Postdoc) (Undergraduate)



https://pooyanjamshidi.github.io/AISys/

And It Is very relevant to this course!

0 Modularity & ,, 8

1

Multi-Component Combosed (ML) Systems!



State-of-the-art Al results are increasingly obtained by systems
composed of multiple components, not just monolithic models
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State-of-the-art Al results are increasingly obtained by systems

composed of multiple components, not just monolithic models

Google’s AlphaCode 2 set state- 4

of-the-art results in programming

Fine-Tuning

through a carefully engineered
system that uses LLMs to
generate up to 1 million possible
solutions for a task and then filter
down the set.

Codeforces




State-of-the-art Al results are increasingly obtained by systems
composed of multiple components, not just monolithic models

AlphaGeometry combines an LLM
with a traditional symbolic solver to
tackle Olympiad problems.

\ " N R o o o o o o o o e
A simple problem AlphaGeometry Solution
A A
[% Language model J
A
Add = &
B C pach Not 3 D e
CONSINLICT -wuwnaaws , solved

Theorem premises: 3 -
Let ABC be any triangle with AB=AC ' . Solved . AB=AC, BD=DC, AD=AD = ZABD= ZDCA
Prove that angle (£) ABC= ZBCA | O Symbolic engine , > « LABD= £DCA, B C D collinear =

l £ ABC= ZBCA

--> « Construct D: midpoint BC




State-of-the-art Al results are increasingly obtained by systems
composed of multiple components, not just monolithic models

~60% of LLM
applications use
some form of

retrieval-
augmented
generation (RAG)

f

7~

L~

What did the ]

' »
' - ~\ You are an assistant for

--------------------------------------------------------------------------

(2) Augment

question-answering tasks.
Use the fcllowing pieces of
retrieved context to answer
the question.

(1) Retrieve
. )(What did the... )

president say about
Justice Breyer? ]

The president thanked
Justice Breyer for his
service and
acknowledged his

dedication to serving
the country. The pre...

2 N °_';\3¢ .
' A <

. ) CATTOIMBTIOp 1. |

A\

Embedding (Veclor dalabas;

........................................

—— Tonight, I'd lik... =——— Tonight, I'd ... :
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....................

--------------------------------------------------------------------------

" Prompt \
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State-of-the-art Al results are increasingly obtained by systems
composed of multiple components, not just monolithic models

..and 30% use multi-step chains.

Chain-of- Multiple CoTs (CoT-SC) Tree of Thoughts (ToT) Graph of Thoughts (GoT) [This work]

Output (I0) -Thought
InPUt IIllet Backtracking Refinin
T i g IHPUt
+ |
Output Backtraclung/ ‘ \ ﬁ

\;\

y * /‘P il
LS :\ N
@ m - m

Thoughts: ‘
Unscored
Positive
score ‘ Angregatmg Aggregatlng
- Negative chains th(‘)llghtq
score Key novelty Output
; OUtp it (beyond CoT-SC): P Key novelty (beyond ToT):
Dependencies Generating several Arbitrary graph “based thought OUtpUt
between thoughts Key novelty Select new thoughts based Intermediate T e T atin
Key novelty: (beyond CGT) . c;; ;1(11 ':,?dl on a given arbitrary thoughts are thdns ‘l_‘:ml.d ons (aggregating
@] Abandon thought Intermediate Harnessing multiple e best score thought, exploring also scored oughts Into 'a new one,
I.T.M thoughts independent chains it further, and possibly lqumg over a thought to
L [TEE Rk within a chain of 'hﬂl'bht-‘) backtracking from it refine it)
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State-of-the-art Al results are increasingly obtained by systems
composed of multiple components, not just monolithic models

Github Copilot uses carefully

tuned smaller models and

various search heuristics to

provide results.

GitHub
-

GitHub Copilot
Service

/

L EEE Provide Editor context ZEE
EEEEl Provide Suggestions EEE 2
s EEEE Improve Suggestions EEEE



State-of-the-art Al results are increasingly obtained by systems
composed of multiple components, not just monolithic models

Google’s Gemini launch post
measured its MMLU (Massive Multitask
Language Understanding) benchmark
results using a new CoT@32 inference
strategy that calls the model 32 times.

Gemini Gemini GPT-4 GPT-3.5 PalLM 2-1. Claude 2 Inflect- Grok1l LLAMA-2
Ultra Pro ion-2
MMLU | 90.04% 79.13% 87.29% 70% 78.4% 78.5% 79.6% 73.0%  68.0%"*
Mult1p1e-(;ho1ce questuons  CoT@32* CoT@8* CoT@32 5-shot 5-shot 5-shot CoT 5-shot 5-shot
in 57 subjects (via APT**)
(professional &
academic) 83.7% 71.8% 86.4%

(Hendrycks et al., 2021a)

5-shot

5-shot 5-shot
(reported)

17



The paradigm shift from monolithic to modular-
composed machine learning systems

LLM

 Modular-composed ML Systems are a class of modern
computer systems that tackle Al/ML tasks using:

 Multiple interacting and interdependent
components,

* including multiple calls to models, search & retrieval
algorithms, and external tools.

* |n contrast, Monolithic ML Systems are simply LM ==
traditional ML Systems that call a statistical model at f
the backend. - i
* e.g., a Transformer that predicts the next token Iin . - vf

text. l@l

18




This paradigm shift to modular-composed ML systems
opens up new opportunities for computer systems research

;;n

LLM

* Design space exploration

 With an SLA of 100 milliseconds for RAG, should
we budget to spend 20 ms on the retriever and
80 on the LLM, or the other way around?

* Performance tradeoff and optimization

 Modular-composed systems contain non-
differentiable components.

 Performance optimization for pipelines of
pretrained LLMs and other components.




This paradigm shift to modular-composed ML systems
opens up new opportunities for computer systems research

L LM i""":n

* This shift to modular-composed systems opens
many interesting systems questions.

* |t is also exciting because it means leading Al
results can be achieved through clever systems
ideas, not just scaling up training.




The variability space (design space) of
(composed) systems is exponentially increasing
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The variability space of today’s systems is exponentially increasing

Systems are heterogeneous, multiscale, multi-modal, and multi-stream

# Configuration Options

| Video |, Stream
i Decoder |

|

> ONNX

COLLECT

Variability Space =
Algorithm Selection +
Configuration Space +
System Architecture +
Deployment Environment

44 14

| Muxer |

86

| o Primary |
| Detector |

15

TensorFlow Lite

o Object
'} Tracker |

|

| y|Secondary;
| Classifier |

86

Alerts

Analytics

1F TensorFlow

Visualization
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102
B e e f f : s — A —— :
106 : 128
107 : 3773
198 : 64
109 : 600
110 : =Xmx768m"
111 : 3774
112 5 =i
113 : "
114 : "JKS”"
115 : org.apache.storm.security.auth.DefaultHttpCredentialsPlugi
116 : "drpc-auth-acl.yaml”
117 : false
118
119 : "/transactional”
120 : null
121 : null
122
123
124 : "org.apache.storm.blobstore.NimbusBlobStore"
125 = =
(137 _supervisor.localizer.cache.target.size.mb: 10248
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Empirical observations confirm that systems are
becoming increasingly configurable

200 - | - . . |
% ' Hadoo '
E 160 - P 2008
O 1.0.0 :
= 120- 0.19.0 -
& Y o
4 =
o Q() - é _
D _ ? _
401 . ' -
2 | e MapReduce
0 = — HDFS

12006 1/2008 1/2010 1/2012 1/2014
Release time

[Tianyin Xu, et al., “Too Many Knobs...”, FSE’15]



Empirical observations confirm that systems are
becoming increasingly configurable
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[Tianyin Xu, et al., “Too Many Knobs...”, FSE’15]



Configurations determine the performance
behavior

void Parrot_setenv(. . . name,. . . value)/{
#ifdef PARROT HAS SETENV s

‘ name_len=strlen(name);

int val len=strlen(value);
char* envs=glob env;
if (envs==NULL) {

return;

}
strcpy(envs,name) ;
strcpy(envs+name len, "=");
{ strcpy(envs+name len + 1,value); |
| putenv(envs); ‘




Challenges of configurations

* Difficulties in knowing which parameters should be set
e Setting the parameters to obtain the intended behavior

* Reasoning about multiple objectives (energy, speed)



The goal of my research is...

Understanding the performance behavior of
real-world highly-configurable systems that scale well...

... and enabling developers/users to reason about
qgualities (performance, energy) and to make tradeoffs?



Systems Application

Paper \ Idea — Model +
J
Evaluate Algorithm
Debug @ Optlmlz \
Dlstrlbuted PrcSchl;f;Ipe
Prototype Optlmlze

\ ParaHeI
Evaluate Prototype
ML / \ /

Paper Debug
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Machine Learning
Research




- What do you expect
this course?




Why ML Systems instead of ML algorithms?

ML algorithms is the less problematic part.

 The hard part is to how to make algorithms work with other parts to solve
real-world problems.



Why ML Systems instead of ML algorithms?

ML algorithms is the less problematic part.

 The hard part is to how to make
algorithms work with other parts to
solve real-world problems.

» 60/96 failures caused by non-ML
components



https://www.youtube.com/watch?v=hBMHohkRgAA

CSCE 585:
ML Systems

\ System

Interface
Data ML algorithms
\_ J g J
Infrastructure
\_ J
) . Most ML
Hardware courses/

books




ML in Production

Data Machine

Resource Monitoring

Verification
Management

Data Collection

Configuration

Serving

Infrastructure
“ode Analysis Tools

Feature Process

Extraction

Management Tools




How are ML systems designed and implemented?

The process of defining the interface, algorithms, data, infrastructure, and
hardware for a machine learning system to satisfy specified requirements.



What is machine learning systems design?

The process of defining the interface, algorithms, data, infrastructure, and

hardware for a machine learning system to satisfy specified iequirements.

e N
reliable, scalable, maintainable, adaptable




The questions this class will help answer ...

 You’ve trained a model, now what?

 What are different components of an ML system?

 How to do data engineering?

 How to engineer features?

 How to evaluate your models, both offline and online?

 What’s the difference between online prediction and batch prediction?
 How to serve a model on the cloud? On the edge?

 How to continually monitor and deploy changes to ML systems?



This class will cover ...

ML production in the real world from software, hardware, and business
perspectives

 |terative process for building ML systems at scale

* project scoping, data management, developing, deploying, monitoring & maintenance, infrastructure
& hardware, business analysis

* Challenges and solutions of ML engineering



This class will not teach ...

* Machine learning/deep learning algorithms
 Machine Learning
 Deep Learning
« Convolutional Neural Networks for Visual Recognition

* Natural Language Processing with Deep Learning

 Computer systems
* Principles of Computer Systems

* Operating systems design and implementation

 UX design

 Introduction to Human-Computer Interaction Design

e Designing Machine Learning: A Multidisciplinary Approach



Prerequisites

 Knowledge of CS principles and skills
* Understanding of ML algorithms
 Familiar with at least one framework such as TensorFlow, PyTorch, JAX

 Familiarity with basic statistics, linear algebra, and calculus.

You will be fine if you are eager to learn!



Goals tor the Class

What do you expect from this classe



Our Goals for the Class

|[dentity and solve impaciful problems at the intersection of Al
and Systems

Learn about the big ideas and key results in Al systems
Learn how to read, evaluate, and peer review papers

Learn how to write great papers that also get published!

Have Fun!



Reasons not 1o take this class ... ®

If you want to learn how to train models and
use TensorFlow, PyTorch, and SkLearn

f you want learn how 1o use big data systems

You are not interested In learning how to evaluate,
conduct, and communicate research

Why note

You are unable to attend lecture






Plazza

Piazza: you have already been added!
Ask gquestions

Answer others’ questions

Learn from others’ questions and answers

Find teammates



Weekly Topic Organization

» Each week, we'll cover two topics

» There will be 1 required paper to read per class, plus

optional ones for background
Do the homework of reading & critiguing the required paper before class!

 Format of Each Lecture:

» ~45 Minute presentation from 1-2 students assigned to topic
» Should cover the required paper and key ideas in optional ones
» We'll give the presenter(s) instructions for each lecture
» Signup today! -- Link coming soon.
» ~45 Minute class discussion on the strengths, weaknesses, Impact,
and follow-up opportunities for that area




ML Systems course is
project-based

You can work in teams of up to 2 or 3 people.

Every team member should be able to demonstrate her/his
contribution(s).

The outcome will be evaluated based on the quality of the deliverables
(code, results, report) and presentations/demonstrations.

The final report contains motivation, positioning in existing literature,
technical details, details about the experimental setup, results
regarding ablation analyses, comparisons, and conclusions.

It Is essential to write why you designed the experiments in any
specific way and how such a design of the experiment would answer
any question of hypothesis.



Honor code: permissive but strict - don’t test us ;)

® OK to search about the systems we’re studying.

® Cite all the resources you reference.
o E.g., if youreaditin a paper, cite it.

NOT OK to ask someone to do assignments/projects for you.

OK to discuss questions with classmates.

NOT OK to copy solutions from classmates.

OK to use existing solutions as part of your projects/assignments. Clarify your

contributions.
NOT OK to pretend that someone’s solution is yours.
OK to publish your final project after the course is over (we encourage that!)

50
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Machine Learning Systems

ML. Systems

Machine
Leariing

New to machine learning? Not sure how ML works in production? Interested to get involved in advanced ML+Systems research? This class is designed for you!

When we talk about Artificial Intelligence (Al) or Machine Learning (ML), we typically refer to a technique, a model, or an algorithm
that gives the computer systems the ability to learn and to reason with data. However, there is a lot more to ML than just

implementing an algorithm or a technique. In this course, we will learn the fundamental differences between Al/ML as a model
versus Al/ML as a system in production.

https://pooyanjamshidi.github.io/mls/



https://pooyanjamshidi.github.io/mls/

\




Course Projects

® Primary Project: ML Pipeline Adaptation: Configuration Tuning, Runtime
Resource Adaptation; Extensions over IPA (https://qgithub.com/reconfigurable-
ml-pipeline/ipa)

® Secondary Options: You define the scope! Any Relevant Topic to ML Systems;

Examples:
LLM Serving: Batching, Scheduling, Eviction Policy, Prefetching
Robotics: Multi-Modal Learning and Navigation
An extension of your current research!
A replication or an extension of existing work.
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https://github.com/reconfigurable-ml-pipeline/ipa
https://github.com/reconfigurable-ml-pipeline/ipa

Primary Project: Extensions on top of the IPA Infrastructure

https://qgithub.com/reconfigurable-mli-pipeline/ipa

AdaptiveFIOW Unfollow

Repositories related to Sustainability, Performance, Auto-scaling, Reconfiguration, Runtime Optimizations for ML Inference Pipelines

A2 1follower ™) United States of America

Popular repositories & View as: Public ~
You are viewing the README and pinned
ipa Public InfAdapter Public repositories as a public user.
Source code of IPA Source code of "Reconciling High Accuracy, Cost-Efficiency, and Low

You can create a README file or pin repositories

Latency of Inference Serving Systems" o
visible to anyone.

® Jupyter Notebook Y7 8 4 ® Python Y 7 _
2 7 ’ Get started with tasks that most successful

organizations complete.

load_tester Public kubernetes-python-client Public
Discussions

® Python Y& 2 @ Python
Set up discussions to engage with your
community!

INFaaS Public Turn on discussions

Forked from stanford-mast/INFaaS

Model-less Inference Serving
People

® C++

O61iTO

Tools you need for running IPA: https://github.com/reconfigurable-ml-pipeline



https://github.com/reconfigurable-ml-pipeline
https://github.com/reconfigurable-ml-pipeline/ipa

Primary Project: Extensions on top of the IPA Infrastructure
Inference Pipeline Adaptation (IPA)

https://github.com/reconfigurable-mli-pipeline/ipa

AdaptiveFlow Unfollow

Repositories related to Sustainability, Performance, Auto-scaling, Reconfiguration, Runtime Optimizations for ML Inference Pipelines

A1 follower ™) United States of America

Popular repositories & View as: Public ~
You are viewing the README and pinned
ipa Public InfAdapter Public repositories as a public user.
Source code of IPA Source code of "Reconciling High Accuracy, Cost-Efficiency, and Low

Lat f Inf S : 1 " You can create a README file or pin repositories
atency of Inference Serving Systems .
visible to anyone.

® Jupyter Notebook 1% 8 4 ® Python Yo 7 _
o k4 Get started with tasks that maost successful

organizations complete.

load_tester Public kubernetes-python-client Public
Discussions

® Python Y 2 @® Python
Set up discussions to engage with your
community!

INFaaS Public Turn on discussions

Faorked from stanford-mast/INFaaS

Model-less Inference Serving
People

®C++

O0(1iTO

Tools you need for running IPA: https://github.com/reconfigurable-ml-pipeline


https://github.com/reconfigurable-ml-pipeline
https://github.com/reconfigurable-ml-pipeline/ipa
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Checkout

CSCE 585 as LECTURES <« PROJECTS S RESOURCES B POLICIES % PIAZZA

Projects

Submission

For submitting your homewaork and project deliverables, please use the
instructions and template in the course resources repository.

Topics

The course praject is an opportunity to apply what you have learned in class to a
problem of your interest. Potential projects must have these two compaonents:

- Machine Learning algorithm: Any ML model class including neural networks
or any good old-fashioned ML/AI.

- Computer Systems . Ihe preject should have at least one computer systems
component; (i) Platform: Embedded, Realtime, Cloud, 10T, Edge; (ii) Systems
Issues such as scalability, performance, reliability; (i) On-device ML: e.g,,
TinyML, Al on Edge; (iv) Trustworthy Al: Bias, Fairness, Robustness, Privacy,
Security, Explainability, Interpretability, Interoperability; (v) Robot Learning, any
oroject that makes robots more intelligent!

THIS 15 YOUR MACHINE LEARNING SYSTETM?

YUP! YOU FOUR THE DATA INTO THIS BIG
PILE OF UNEAR ALGEBRA, THEN COLLECT
THE ANSLIERS ON THE CTHER SIDE.

mﬁrnrmzmsmsﬁezuwcs?)

JUST STIR THE PILE UNTIL
THEY START LOOKING RIGHT.

The following categaries also fit within the scope, and | highly encourage students to consider such projects:

- There are lots of resources that you can read, review, and study to find a specific project idea with a clear scope. For example,
you can use blog posts from engineering teams at high-tech companies: Uber Engineering, The Netflix Tech Blog, Spotify

Labs, Meta, and many more.

- Topics related L0 AT in Robotics OF Autonomy in Robotics are greal for this course. You can use simulators such as
Gazebo or Bullet or use cloud services such as Amazon RoboMaker for your project and do not need to have it on a physical
robot, but if you want to do a project with physical robots, you can do it in our robotics lab, come and talk with me. | have
several project ideas related to Autonomy and Robotics. We have also a robotics team, called Gamecock Robotics. You can
define your project to make the robot autonomous. You can also read blog posts to formulate a well-scoped project.

- Building on top of an open source ML system thatyou can find on GitHub, e.g., you can develop a tracking algorithm and

develop a plugin for DeepStream



- AT competitions are great project ideas for non-CS students, e.g., EvalAl hosts many interesting competitions with prizes
suitable for students from all backgrounds, e.g., (i) Open Catalyst Challenge for Chemical Engineering students; (ii) Neural
Latents Benchmark for Neuroscience students; (iii) The Robotic Vision Challenges for students interested in robotics.

C hec ko Ut - Hackathons : e.g., PyTorch Annual Hackathon 2021, AWS BugBust, Kaggle

- Systematic study of open source ML Systems Via (i) interview study (please make sure you design the interview study
correctly before conducting the interviews) and/or (i) Formulating interesting research questions about building ML systems,
for example, contrasting testing practices for ML systems vs. traditional software systems, collecting data from software
repositories, and systematically extracting info from these repaositaries that answers your research guestions.

- TinyML projects: You can find many ideas on GitHub and TinyML community forum

- AI for Social Good : There are massive opportunities to define your project on Al for Social Good, just google it and listen
to podcasts for ideas, e.g., In Machines We Trust or The TWIML Al Podcast.

- Topics related to Systems for ML Or ML for Systems . [here are many opportunities to develop an infrastructure to
make the ML workflow faster, maore efficient, reliable, dependable, etc. Please check out some of the work at AlSys lab.

- AI and Music : Topics related to music synthesis, music perception, music ranking, music experience, and many more.
Please check out some cool works: (i) OpenAl Jukebaox, (i) Deep Learning Could Bring the Concert Experience Home.

- And, in general, for any interesting ML systems project ideas, try GitHub, or Reddit.

If you are unsure whether the project you have defined fits within the scope, please talk with me after class. If you believe that
might be helpful for other students, please ask your question on Piazza or during class hours.



How the project report
should looks like?
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rate, x = wWwavfile.rmad('taat mons.wav')

And we car 2aas'y view it's spectral atructiqe Lsing mapiotin'a builtn anecgram roarna:

In '5): Zic, (axl, ax2) = plL.subplols(l,2,ligsze(15,5))
axl.piot (%) axl.nnt titlns('Raw andio nignal')
axZ.speccram(x); ax2.sel_Lille( 'Spectrogram’);
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How the project report
should looks like?

C M L[ filey//C:/Users/smortaz/Documents/IPython%20Notebooks/Untitled%202.html =
12 Apps &MicrosohAzureMa... | Subs | Ne B TO DT €P €N @M 3 GM mBI En < RD ETC ET Other bookmarks

[a.collections[@], b, c], a
[ "learned decisiocon function’, "true inliers’, "true outliers’],
prop=matplotlib.font_manager.FontProperties(size=11))
subplot.set xlabel("%d. %s (errors: Xd)" % (1 + 1, c1f_name, n_errors))
subplot.set xlim((-7, 7))
subplot.set_ylim((-7, 7))
plt.subplots adjust(©.64, 8.1, 0.96, ©.94, 8.1, 0.26)

plt.show()

Qutlier detection Outlier detection

= = |earned decision function - |eamed decision function
0Co true inliers 000 true inliers
e%e true outhers e®y true outhers

|

2
1. One-Class SVM (errors: 4) 2. robust covariance estimator (errors: 0)

Outlier detection Outlier detection

= = |earned decision function = leamed decision function |
©%o true inliers %o true inliers
e%y true outliers e®y true outhers




How the project report
should looks like?

TPIyl: Notebook GDP_CO2_Example Lastsaved: Feb 26 12:33 PM
File Edit View Inset Cell Kemel Help
pe ’ h - ~ " ' ° » - Code —

Andy Wikon has a nice mom tightly intemmation of d3. g and python notebook Sea
hitps fgqthub comiwisayipythonftmadSpots

some other examples (mostly experimental, need various different le+2
setups.)

hitps fqthub comicachin/Python-Notaboo k-« .3 s -mas hup fe+d

Why?

The whole ecsarcie hem 2 mostly on explonng the possibilty o have mally dynamic frontend for developing
veulzatons ordemostmtions . The ipython notebook provides a mally nise way to integmte web
technolbgwe with the powerful backend python poceeses . The will maks dynamic data explomtory m*ﬁc 1e-1
with python eazirin the furtume using mostly open-soumce softwam. Wa can sventually integmts a btz of
othercool web technobgike (e.9. webQL, htmb vidso, canvas) togsther.

What's next

In thz2 sccampls, | ves bam-bone python functions / gvas cnpt functions for the work | think the mazonabk
next =tep = to ses what & the nght kind of fmmework for mapping the javasocnpt objects and python objots le+ Re+l le+2e+2 le+2e+3 le+®e+d
(2.g9. somsathing like hitps //github com/mikedewardSpy foripython notebookor Andy Wikon's dipbts
appmoach.) Eventually, we may develope a standard =et of widgets or integmte some concept of the
‘Qrammarof Qraphee” (http.Awvww amazon.comQmmmarQmphice -Leland -Wilkingonfdp/O38 7987 740)

Te+0

2e-2
1e-2

and ggpht2-like featums (hitp:i/had.co.n2/ggpbi2/) as python notebook libmnss, 1965 | 1970 | 1975 | 1980 | 1985 | 1990 | 1995 | 2000 | 2005 |
--Jazon Chin, Feb 28, 2012

In [35): # Here we show we can re-define the function and have the javascript calls
# the re-~defined function imssmediately
# The code below plots the circles vsing the sizes propotional to the log o
# population of each country
#H Mes womsr svrmmsdsa Sha - ~A~T717 worr mav e Phe Ahaveses e AT Al e hadkd e~



Run Machine Learning Algorithms with Satellite Data

Use AWS Ground Station to ingest satellite imagery, and use Amazon SageMaker to label image data, train a machine

learning model, and deploy inferences to customer applications.

N

Data Ingestion

D

Y

Satellite

N
7

\is

AWS Ground Station

Antenna Control Digitized RF
over IP
S RIAV.
Contact Demodulation /

|
Error Correction i

Scheduling

Amazon EC2
instance

Machine Learning

Applications

S3 Bucket n

>

Data Preparation Notebooks

Amazon SageMaker
Ground Truth

s I

S3 Bucket

Training Notebooks

'[|Ik—

@
—y

AWS Lambda

Z
N

&

Amazon SageMaker

% B

SageMaker Model
Endpoints
AN

-

AWS Amplify
AN

Amazon
DynamoDB

=
User Applications

8 60 0000 OO0 006

Satellite sends data and imagery to the AWS
Ground Station antenna.

AWS Ground Station delivers baseband or

digitized RF-over-IP data to an Amazon EC2
instance.

The Amazon EC2 instance receives and
processes the data, and then stores the data

in an Amazon S3 bucket.

A Jupyter Notebook ingests data from the
Amazon S3 bucket to prepare the data for

training.

Amazon SageMaker Ground Truth labels
the images.

The labeled images are stored in the
Amazon S3 bucket.

The Jupyter Notebook hosts the training
algorithm and code.

Amazon SageMaker runs the training

algorithm on the data and trains the
machine learning (ML) model.

Amazon SageMaker deploys the ML models
to an endpoint.

The SageMaker ML model processes image

data and stores the generated inferences
and metadata in Amazon DynamoDB.

Image data received into Amazon S3
automatically triggers an AWS Lambda

function to run machine learning services on
the image data.



OREILLY" Reference Book

(o] We recommend Pete's TinyML book as a reference for the projects and programming assignments.
The book is a good primer for anyone new to embedded devices and machine learning. It serves as a
good startirg point for understanding the machine learning workflow, start ing from data collection to

traininz a mode! that is good eroueh for deployinz on ultra-low power computing devices.

Machine Learning with TensorFlow Lite on
Arduino and Ultra-Low Power Microcontrollers

The course builds on top of some concepts covered within this book. We zre also prepzaring an e-book

that is agood primer to fill-in material that is supplementary to this book. Stay tuned!

Coding Assignments

To get everyone familiar with coding on embeddec systems with ML, we will be using the examples

provided in this book as 2 starting point. Fach assignment will build on the examples provided.

Projects

The course will culminate with project demaos! You will have an opportunity to showcase vwhat you
have [earned by incorparating your experiance into a hands-an project of your liking. Alternatively, we

will provide a list of suggested projects that will allow you to start from the class assignments.

Pete Warden &
Daniel Situnayake

15

TensorFlow Lite

* Color, brightness, proximity and gesture sensor

* Digtal microphcne
Cortex-M4 Microcontroller TensorFlow Lite (Micro)

You will I2zarn to run your ML made!s on a Nordic nrf52840 processor (256KB RAM, 1 You will use TF Lite (Microj to deploy your ML modeals,
MB Flash, €4 MH2z) on the Arduino Nano 33 BLE Sense platform. which is offered free of cost by Google.



Other project ideas

* Focusing on one aspect of ML Systems like testing, deployment,
explainabillity, etc.

* You can work with a company (interview, etc) for documenting their ML
practices, then writing a report to be submitted to a conference or a

workshop

* Mining software repositories for ML Systems practices (with a central
hypothesis)



- How to find a good | -
prOblem for your PrOject? i



INntegration of
Communities

>

Fast Distributed  Deep Learning Transtormers
Algorithms  Algorithms Frameworks EFverywhere
200)— 88 2022 —
ML for  Machine Learning RL for Massive General

Systems Frameworks Systems Models

Machine learning community
has had an evolving focus on Al Systems



™ Large

— 8 L .anguage

AN Models

This class will focus on large language models
and the systems that support them.




Al Research 1s Exploding



ML Arxiv Papers

25,000 == ML Arxiv Papers @ Moore's Law growth rate (2x/2 years)

20,000
15,000
Why<
10,000 4
5,000 /
0
2009 2011 2013 2015

“A New Golden Age in Computer Architecture: Empowering the Machine-Learning Revolution”,
https://ieeexplore.ieee.org/document/8259424

20

201/

Relative Number of ML Arxiv Papers to 2009



Forces Driving Al Revolution

Compute

' - ¥ r— P A
ik R S L s R S 3" ¥
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Models

Abstractions

O PyTorc

C3: f. maps 16@10x10
C1. gggtztge maps €4:f. maps 16@5x5
e S2:f maps

C5: layer .
6@14x14 a0 ) I;%layer %JTPJT
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Convolutional Networks
) = h. e
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Convolutions Subsampling Convolutions  Subsampling Full connecton



What defines good

Al-Systems

Reseadrch Today¢



What defines good
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Big I[deas iIn ML Research

» Generalization (Underfitting/Overtitting)
» Whatis being “learned’?

Inductive Biases and Representations
What assumptions about domain enable efficient learning?

Efficiency (Data and Computation)
How much data and time are needed to learn@e

Details: Objectives/Models/Algorithms



What makes a great (accepted) papere

State of the art results
Accuracy, Sample Complexity, Qualitative Results ...

Novel settings, problem formulations, and benchmarks
Innovation in techniques: architecture, tfraining methodology, ...
Theoretical results that provide a deeper understanding
Narrative and framing in prior work and current frends?
Parsimony? Are elaborate solutions rejectede If they work bettere

Verification of prior results?



What defines good
Systems

Reseadrch Today¢




Big [deas In Systems Research

« Absiraction

Designing useful building blocks that hide complexity from
application developers (modularity, layering, optimization, etc)

» Tradeoffs
What are the fundamental constraintse
How can you reach new points In the trade-off spacee

* Problem Formulation
What are the requirements, assumptions, and goalse



What makes a great (accepted) papere

State of the art results
Simplicity, throughput, latency, reliabllity, cost, scale, ...

Generality of the proposed problem or solution

Novelty of problem tormulation, solution, or benchmarks

lInnovation in techniques
Algorithms, data-structures, policies, software abstractions.

What you remove or restrictions also often important
Narrative and framing in prior work and current trends?

Open source? Real-world use<¢



What defines good

Al-Systems

Reseadrch Today¢



What is Al-Systems Researche

» Good Al and Systems research
Provides insights to both communities
Builds on big ideas in prior Al and Systems Research

» Leverages understanding of both domains
Studies statistical and computational tradeofts
|[dentify essential abstractions to bridge Al and Systems
Reframes systems problems as learning problems

» More than just useful open-source software!
But software impact often matters...



Problems

What makes a good problemce

Joey



What makes a good problem?

» Impact: People care about the solufion
... and progress advances our understanding (research)

»  Melrics: You know when you have succeeded
Can you measure progress on the solutione

» Tractable: The problem can be divided into smaller problems
You can identity the first sub-problem.

* Your Edge: Why is It a good problem for you?
» Leverage your strengths and imagine a new path.



Can you Solve a Solved Probleme

» |dedlly, you want 1o solve a new and important problem.

» A new solution o a solved problem can be impactful if:
It supports a broader set of applications (users)
't reveals a fundamental trade-off or

Provides a deeper understanding of the problem space

10x Better?
» Often publishable...
»  Should saftisty one of the three above conditions ... as well



Systems Challenges

What maftters for making ML Systems tast, scalable, efce



Performance

» The elephant In the room given “scale is all you heed”!

» Lots of levels to work at:
Model architecture
Algorithms
Software optimization (mostly instructions & data movement)
Hardware
Larger systems (e.g. a datacenter serving multiple models)



What Matters for System Performancee

Table 1. Speedups from performance engineering a program that multiplies two 4096-by-4096 matrices. Each version represents a successive
refinement of the original Python code. “Running time” is the running time of the version. “GFLOPS" is the billions of 64-bit floating-point operations per
second that the version executes. “Absolute speedup” is time relative to Python, and “relative speedup,” which we show with an additional digit of precision,
is time relative to the preceding line. “Fraction of peak” is GFLOPS relative to the computer's peak 835 GFLOPS. See Methods for more details.

: : ... i Fraction
Version Implementation Running time (s) GFLOPS Absolute speedup Relative speedup of peak (%)
1 Python 25,552 48 0.005 1 — 0.00
2 e 3BRnnn 237268 0098 A 108 000
D e G e 4207 0293 . p LA s SO 0.03 .
e Parallel 100ps o 0980 i S0 78 s .24 ..
5 Parallel divide and conquer 3.80 36.180 6,727 18.4 4.33
ot e B s s e it
s S RV mtrimaice, G T G — TV

Leiserson et al, There's Plenty of Room at the Top, Science, 2020



What Matters for System Performancee

* The most expensive thing physically is data movement, so
that fends to matter most

Processor core to cache
Cache, to other cache levels, to memory

Memory to storage & network
This i1s why we worry about batching, block sizes, precision, etcl!

» Of course, other things maftter 1oo:
Utilization: keep all parts of system working all the time
Amdahl’s Law: diminishing returns from optimizing 1 component

Instruction count



Rellabillity

» Large, parallel systems are more likely to experience
fallures and stragglers

» Lots of techniques to reduce rate and impact of failures

Generally easier to optimize mean tfime to repair (MTIR) than
mean fime between tailures (MTBF)

» ML gives more flexibility because it's approximate



Programming Models

» What are good abstractions to builld Al applicationse

Upper level: integrating models into a larger app, tracking and
Improving app quality over time

Middle level: bullding model training and inference software
Lower level: buillding math kernels, compillers, etc

» A good abstraction successfully frees the programmer of
one or more concerns (e.g., performance or failures)
while supporfing a wide range of apps on top



Security

» Also a 'systems” concern about abstractions and thelir
potential misuse

»  With DNNs today, one can fairly easily:
» Recover the fraining data that went into models
FiInd adversarial inputs that push models to a target output
Bypass current methods to frain models to be safe

» LLMs are especially froublesome:
They sort of do "code execution” (instruction following)
People are trying to let them take actions (plugins, agents)






Course Textbook

O'REILLY

Designing
Machine Learning
Systems

An lterative Process
for Production-Ready
Applications

Chip Huyen



Learning Materials

* | earn one of these frameworks: TensorFlow, PyTorch, JAX

* There are many good tutorials for each framework on their website
* [ry to build some very simple models with available benchmarks

e Search for the LeNet model and train it with the MNIST dataset

* [ry to feed some input data and get the prediction and print it on the
console

* Then try to measure basic performance metrics such as Accuracy or
Inference time






Assignment #1 (5 minutes presentation)
Due: This Thursday, September 5

* You present your project idea in 3 minutes (only 3 slides!)
 We discuss and give feedback in 2 minutes.

S0, make the best out of these 5 minutes to get the most useful feedback for
your project proposal.

* We should finish all presentations on Thursday, so please make sure you stick
with the time. If you need to leave by the end of the class, please make sure you
volunteer to present early, and if we cannot finish all presentations by the end of
the class, we will move to another class to finish! If any team members cannot
attend, please make sure other members are available to present. No excuse!



Slide #0: Project Title

that represents your project

* |ndicate a title for your project that represents your project.

* Provide a list of members in your team ideally with their headshot, name, their
major, and their role in the project.

* | would like to hear why you teamed up with each other.

* Also, | would like to hear how you are going to synch with others, in what
regularity, etc. | would like to see a good synergy between you right at the
beginning.

* Please make sure everything in your slides is high quality (high-resolution
pictures, not many words, and clean).



Slide #1: Problem

What is the problem that you will be investigating?

e Why is it interesting”? Why is it interesting to you?
* Please indicate your project type:

1. A replication and (extension) of existing work (including IPA or whatever paper you chose)

2. An extension of your current research work (in this case, you should indicate where are

you in your current research and what will be the new stuff, you should also talk with your
advisor)

3. A real problem that you know is real, and you can talk about it and convince me and

others that it is a real problem ideally you know people that faced the problem and would
be happy to use your system/tool when you develop it.



Slide #2: Solution

What solution are you proposing?

e |s it a new method, new algorithm, or new tool? What will be the key outcome/
deliverable?

e |deally, this slide should contain a nice figure to contextualize your solution.

e |f there are existing implementations, will you use them, and how? ldeally, annotate
them in the figure. How do you plan to improve or modify such implementations??
You don't have to have an exact answer at this point, but you should have a general
sense of how you will approach the problem you are working on.



Slide #3: Evaluation

e How will you evaluate your results?
e Qualitatively: what kind of results do you expect (e.g. plots or figures)?

e Quantitatively: what kind of analysis will you use to evaluate and/or compare your
results (e.g., what performance metrics or statistical tests)?

e What are the existing solutions that you want to compare against them (if you know
them already)? This does not have to be comprehensive at this point, but this list
will be updated based on how your project will evolve throughout the semester.



Feedback

e Please make sure one member acts as a scribe for the team.

e The scribe would write all feedback.

* You need to write down all verbal feedback in written format throughout all
your presentations in the class.

 Because, when you submit, they must be part of your submission by
indicating how you addressed the major feedback/comments.



Assignment #2: Project Proposal
Due: Tuesday Sept 10

* This assignment is easy, simply turn your presentation into a written format (.md file in
GitHub).

* Please list the comments you have received in a section right at the beginning.
* Address the feedback in your project proposal.
 Add any references, at least you must have a couple of key references.

* |f there is a risk, indicate it in your proposal, and a rough plan of how you are going to
mitigate It.

* Please make sure you list your project repository in the Excel sheet that | shared on
Plazza.



What if we cannot submit an assignment by the due date?

* Well, do not worry as long as you have tried and have a concrete plan to finish it.

 Simply ask for an extension over Piazza and indicate what you have done and what is your plan
to finish it up.

« Example: We have finished this and that sections, but we need to read this one more paper to get
a better idea about the evaluation. Could we submit it on this date?

My default answer to such requests would be: you have got it!

* S0, even if | did not get back to you, assume you have got it as long as you provided a good
reason for it, but please please do not ask for an extension, if you do not have a good reason
for it.

* | always care about learning, please do not worry about your grades, but do worry about learning
and try your best to maximize your learning!



