
CSCE 585: Machine Learning Systems
Fall 2024

Pooyan Jamshidi

Fall 2024 | Course Website: https://pooyanjamshidi.github.io/mls/

https://pooyanjamshidi.github.io/mls/


A brief self introduction



B.Sc. CS & Math, 
Amirkabir, Iran, 
1999-2003

M.Sc., Systems, 
Amirkabir, Iran 
2003-2006

Software Industry, 
2003-2010

PhD, DCU, Ireland 
2010-2014

Postdoc1, Imperial 
College London, UK, 
2014-2016

Postdoc2, CMU, PA, 
2016-2018Assistant Prof., 

UofSC, 2018-*

Visiting researcher, 
Google, 2021-2022

Bayesian Optimization 
Performance Optimization 
Big data

Transfer Learning 
Robot Learning 
White-box Performance ModelingCausal AI Theory & Applications 

Robustness of Learned Representations 
Multi-Objective BO 
[On-device ML, ML Pipelines, (Space) Robotics]

Causal AI 
Representation Learning 
Security of ML Systems

Software Engineer 
Designer and Architect 
Software Project Manager

Expert system for  
product design

Lots of math & theory!

Self-adaptation (uncertainty) 
Cloud-native & Microservices 
RL & Fuzzy control



My story …
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Systems



Back in 2010
I started studying the use of Reinforcement Learning 
and Fuzzy Control for Cloud Auto-scaling.

Research was slowed by 
the speed of RL training 
… and the fact that 
system non-functional 
qualities are difficult to 
predict



Changed Research Focus
First Postdoc at Imperial College London

I started studying Bayesian Optimization and its 
applications to Computer Systems (big data, control 
theory). 



Slight Change in Research Focus
Second Postdoc at Carnegie Mellon University

I started studying Transfer Learning and its applications 
to Computer Systems (Robots). 

Lander Testbed (NASA) Turtlebot 3 (UofSC)

Husky UGV (UofSC)CoBot (CMU)



New Research Directions at UofSC
This is my first academic position

I started studying causal AI, adversarial ML, and representation learning and their 
applications to computer systems (autonomous robots, NASA, and on-device AI). 
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What I am interested in these days the most…


And it is very relevant to this course!


Modularity & 


Multi-Component Composed (ML) Systems!



State-of-the-art AI results are increasingly obtained by systems 
composed of multiple components, not just monolithic models
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State-of-the-art AI results are increasingly obtained by systems 
composed of multiple components, not just monolithic models

Google’s AlphaCode 2 set state-
of-the-art results in programming 
through a carefully engineered 
system that uses LLMs to 
generate up to 1 million possible 
solutions for a task and then filter 
down the set.
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State-of-the-art AI results are increasingly obtained by systems 
composed of multiple components, not just monolithic models

AlphaGeometry combines an LLM 
with a traditional symbolic solver to 
tackle Olympiad problems.
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State-of-the-art AI results are increasingly obtained by systems 
composed of multiple components, not just monolithic models

~60% of LLM 
applications use 
some form of 
retrieval-
augmented 
generation (RAG)
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State-of-the-art AI results are increasingly obtained by systems 
composed of multiple components, not just monolithic models

…and 30% use multi-step chains.
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State-of-the-art AI results are increasingly obtained by systems 
composed of multiple components, not just monolithic models

Github Copilot uses carefully 
tuned smaller models and 
various search heuristics to 
provide results.
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State-of-the-art AI results are increasingly obtained by systems 
composed of multiple components, not just monolithic models

Google’s Gemini launch post 
measured its MMLU (Massive Multitask 
Language Understanding) benchmark 
results using a new CoT@32 inference 
strategy that calls the model 32 times.
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The paradigm shift from monolithic to modular-
composed machine learning systems

• Modular-composed ML Systems are a class of modern 
computer systems that tackle AI/ML tasks using: 


• Multiple interacting and interdependent 
components,


• including multiple calls to models, search & retrieval 
algorithms, and external tools. 


• In contrast, Monolithic ML Systems are simply 
traditional ML Systems that call a statistical model at 
the backend. 


• e.g., a Transformer that predicts the next token in 
text.
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This paradigm shift to modular-composed ML systems 
opens up new opportunities for computer systems research

• Design space exploration


• With an SLA of 100 milliseconds for RAG, should 
we budget to spend 20 ms on the retriever and 
80 on the LLM, or the other way around?


• Performance tradeoff and optimization


• Modular-composed systems contain non-
differentiable components. 


• Performance optimization for pipelines of 
pretrained LLMs and other components.
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This paradigm shift to modular-composed ML systems 
opens up new opportunities for computer systems research

• This shift to modular-composed systems opens 
many interesting systems questions.


• It is also exciting because it means leading AI 
results can be achieved through clever systems 
ideas, not just scaling up training.
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Performance goals are competing and users 
have preferences over these goals

The variability space (design space) of 
(composed) systems is exponentially increasing

Systems operate in uncertain environments 
with imperfect and incomplete knowledge

Goal: Enabling users to find the right quality 
tradeoff

Lander Testbed (NASA) Turtlebot 3 (UofSC)

Husky UGV (UofSC)CoBot (CMU)



The variability space of today’s systems is exponentially increasing
Systems are heterogeneous, multiscale, multi-modal, and multi-stream
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Variability Space =  
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System Architecture + 

Deployment Environment 
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More configurations than estimated 
atoms in the universe
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Empirical observations confirm that systems are 
becoming increasingly configurable 
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Hey, You Have Given Me Too Many Knobs!

Understanding and Dealing with Over-Designed Configuration in System Software

Tianyin Xu*, Long Jin*, Xuepeng Fan*‡, Yuanyuan Zhou*,
Shankar Pasupathy† and Rukma Talwadker†

*University of California San Diego, ‡Huazhong Univ. of Science & Technology, †NetApp, Inc
{tixu, longjin, xuf001, yyzhou}@cs.ucsd.edu

{Shankar.Pasupathy, Rukma.Talwadker}@netapp.com

ABSTRACT
Configuration problems are not only prevalent, but also severely
impair the reliability of today’s system software. One fundamental
reason is the ever-increasing complexity of configuration, reflected
by the large number of configuration parameters (“knobs”). With
hundreds of knobs, configuring system software to ensure high re-
liability and performance becomes a daunting, error-prone task.

This paper makes a first step in understanding a fundamental
question of configuration design: “do users really need so many
knobs?” To provide the quantitatively answer, we study the con-
figuration settings of real-world users, including thousands of cus-
tomers of a commercial storage system (Storage-A), and hundreds
of users of two widely-used open-source system software projects.
Our study reveals a series of interesting findings to motivate soft-
ware architects and developers to be more cautious and disciplined
in configuration design. Motivated by these findings, we provide
a few concrete, practical guidelines which can significantly reduce
the configuration space. Take Storage-A as an example, the guide-
lines can remove 51.9% of its parameters and simplify 19.7% of
the remaining ones with little impact on existing users. Also, we
study the existing configuration navigation methods in the context
of “too many knobs” to understand their effectiveness in dealing
with the over-designed configuration, and to provide practices for
building navigation support in system software.

Categories and Subject Descriptors: D.2.10 [Software Engineer-
ing]: Methodologies

General Terms: Design, Human Factors, Reliability

Keywords: Configuration, Complexity, Simplification, Navigation,
Parameter, Difficulty, Error

1. INTRODUCTION

1.1 Motivation
In recent years, configuration problems have drawn tremendous

attention for their increasing prevalence and severity. For example,
Yin et al. reported that configuration issues accounted for 27% of
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Figure 1: The increasing number of configuration parameters with
software evolution. Storage-A is a commercial storage system from a ma-
jor storage company in the U.S.

all the customer-support cases in a major storage company in the
U.S., and were the most significant contributor (31%) among all
the high-severity cases [74]. Rabkin and Katz reported that config-
uration issues were the dominant source of support cost in Hadoop
clusters (based on data from Cloudera Inc.), in terms of both the
number of support cases and the amount of supporting time [46].

Moreover, configuration errors, the after-effects of configuration
difficulties, have become one of the major causes of system fail-
ures. Barroso and Hölzle reported that configuration errors were the
second major cause of service-level disruptions at one of Google’s
main services [16]. Recently, a number of outages of Internet and
cloud services, including Google, LinkedIn, Microsoft Azure, and
Amazon EC2, were caused by configuration errors [35, 59, 63, 68].

One fundamental reason for today’s prevalent configuration is-
sues is the ever-increasing complexity of configuration, especially
in system software. This is reflected by the large and still increasing
number of configuration parameters (“knobs”), as well as various
configuration constraints and consistency requirements [32, 39, 45,
72] (known as complexity of interaction and tightness of coupling
in human error studies [41,48]). For example, MySQL 5.6 database
server has 461 configuration parameters; 216 of them are not with
simple data types (e.g., Boolean or enumerative) but rather more
complex ones. These parameters control different buffer sizes, time-
outs, resource limits, etc. Setting them correctly requires domain-

[Tianyin Xu, et al., “Too Many Knobs…”, FSE’15]



Empirical observations confirm that systems are 
becoming increasingly configurable 
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ABSTRACT
Configuration problems are not only prevalent, but also severely
impair the reliability of today’s system software. One fundamental
reason is the ever-increasing complexity of configuration, reflected
by the large number of configuration parameters (“knobs”). With
hundreds of knobs, configuring system software to ensure high re-
liability and performance becomes a daunting, error-prone task.

This paper makes a first step in understanding a fundamental
question of configuration design: “do users really need so many
knobs?” To provide the quantitatively answer, we study the con-
figuration settings of real-world users, including thousands of cus-
tomers of a commercial storage system (Storage-A), and hundreds
of users of two widely-used open-source system software projects.
Our study reveals a series of interesting findings to motivate soft-
ware architects and developers to be more cautious and disciplined
in configuration design. Motivated by these findings, we provide
a few concrete, practical guidelines which can significantly reduce
the configuration space. Take Storage-A as an example, the guide-
lines can remove 51.9% of its parameters and simplify 19.7% of
the remaining ones with little impact on existing users. Also, we
study the existing configuration navigation methods in the context
of “too many knobs” to understand their effectiveness in dealing
with the over-designed configuration, and to provide practices for
building navigation support in system software.

Categories and Subject Descriptors: D.2.10 [Software Engineer-
ing]: Methodologies

General Terms: Design, Human Factors, Reliability

Keywords: Configuration, Complexity, Simplification, Navigation,
Parameter, Difficulty, Error

1. INTRODUCTION

1.1 Motivation
In recent years, configuration problems have drawn tremendous

attention for their increasing prevalence and severity. For example,
Yin et al. reported that configuration issues accounted for 27% of
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Figure 1: The increasing number of configuration parameters with
software evolution. Storage-A is a commercial storage system from a ma-
jor storage company in the U.S.

all the customer-support cases in a major storage company in the
U.S., and were the most significant contributor (31%) among all
the high-severity cases [74]. Rabkin and Katz reported that config-
uration issues were the dominant source of support cost in Hadoop
clusters (based on data from Cloudera Inc.), in terms of both the
number of support cases and the amount of supporting time [46].

Moreover, configuration errors, the after-effects of configuration
difficulties, have become one of the major causes of system fail-
ures. Barroso and Hölzle reported that configuration errors were the
second major cause of service-level disruptions at one of Google’s
main services [16]. Recently, a number of outages of Internet and
cloud services, including Google, LinkedIn, Microsoft Azure, and
Amazon EC2, were caused by configuration errors [35, 59, 63, 68].

One fundamental reason for today’s prevalent configuration is-
sues is the ever-increasing complexity of configuration, especially
in system software. This is reflected by the large and still increasing
number of configuration parameters (“knobs”), as well as various
configuration constraints and consistency requirements [32, 39, 45,
72] (known as complexity of interaction and tightness of coupling
in human error studies [41,48]). For example, MySQL 5.6 database
server has 461 configuration parameters; 216 of them are not with
simple data types (e.g., Boolean or enumerative) but rather more
complex ones. These parameters control different buffer sizes, time-
outs, resource limits, etc. Setting them correctly requires domain-

[Tianyin Xu, et al., “Too Many Knobs…”, FSE’15]



Configurations determine the performance 
behavior
void Parrot_setenv(. . . name,. . . value){
#ifdef PARROT_HAS_SETENV
  my_setenv(name, value, 1);
#else
  int name_len=strlen(name);
  int val_len=strlen(value);
  char* envs=glob_env;
  if(envs==NULL){
    return;
  }
  strcpy(envs,name);
  strcpy(envs+name_len,"=");
  strcpy(envs+name_len + 1,value);
  putenv(envs);
#endif
}

#ifdef LINUX
extern int Parrot_signbit(double x){
    union{
        double d;
        int i[2];
    } u;
    u.d = x;
#  ifdef BIG_ENDIAN
    return u.i[0] < 0;
#  else
    return u.i[1] < 0;
#  endif
}
#endif

endif

else

PARROT_HAS_SETENV

endif

endif

LINUX

else

BIG_ENDIAN

Speed

Energy



Challenges of configurations

• Difficulties in knowing which parameters should be set


• Setting the parameters to obtain the intended behavior


• Reasoning about multiple objectives (energy, speed)



Understanding the performance behavior of 
real-world highly-configurable systems that scale well…

… and enabling developers/users to reason about 
qualities (performance, energy) and to make tradeoffs?

The goal of my research is…
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What do you expect to learn in 
this course? 



Why ML Systems instead of ML algorithms?

• ML algorithms is the less problematic part.


• The hard part is to how to make algorithms work with other parts to solve 
real-world problems.



Why ML Systems instead of ML algorithms?

• ML algorithms is the less problematic part.


• The hard part is to how to make 
algorithms work with other parts to 
solve real-world problems.


• 60/96 failures caused by non-ML 
components

https://www.youtube.com/watch?v=hBMHohkRgAA
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ML in Production



How are ML systems designed and implemented?

The process of defining the interface, algorithms, data, infrastructure, and 
hardware for a machine learning system to satisfy specified requirements.



What is machine learning systems design?

The process of defining the interface, algorithms, data, infrastructure, and 
hardware for a machine learning system to satisfy specified requirements.

reliable, scalable, maintainable, adaptable



The questions this class will help answer …

• You’ve trained a model, now what?


• What are different components of an ML system?


• How to do data engineering?


• How to engineer features? 


• How to evaluate your models, both offline and online?


• What’s the difference between online prediction and batch prediction?


• How to serve a model on the cloud? On the edge?


• How to continually monitor and deploy changes to ML systems?


• …



This class will cover ...

• ML production in the real world from software, hardware, and business 
perspectives


• Iterative process for building ML systems at scale


• project scoping, data management, developing, deploying, monitoring & maintenance, infrastructure 
& hardware, business analysis


• Challenges and solutions of ML engineering



This class will not teach ...

• Machine learning/deep learning algorithms


• Machine Learning


• Deep Learning


• Convolutional Neural Networks for Visual Recognition


• Natural Language Processing with Deep Learning


• Computer systems


• Principles of Computer Systems


• Operating systems design and implementation


• UX design


• Introduction to Human-Computer Interaction Design


• Designing Machine Learning: A Multidisciplinary Approach



Prerequisites

• Knowledge of CS principles and skills


• Understanding of ML algorithms 


• Familiar with at least one framework such as TensorFlow, PyTorch, JAX


• Familiarity with basic statistics, linear algebra, and calculus.

You will be fine if you are eager to learn!



Goals for the Class
What do you expect from this class?



Our Goals for the Class

• Identify and solve impactful problems at the intersection of AI 
and Systems 

• Learn about the big ideas and key results in AI systems 

• Learn how to read, evaluate, and peer review papers 

• Learn how to write great papers that also get published! 

Have Fun!



Reasons not to take this class … ☹ 
• If you want to learn how to train models and  

use TensorFlow, PyTorch, and SkLearn 

• If you want learn how to use big data systems 

• You are not interested in learning how to evaluate, 
conduct, and communicate research 

• Why not? 

• You are unable to attend lecture



Logistics



Piazza

• Piazza: you have already been added!


• Ask questions


• Answer others’ questions


• Learn from others’ questions and answers


• Find teammates



Weekly Topic Organization

• Each week, we'll cover two topics 

• There will be 1 required paper to read per class, plus 
optional ones for background 

• Do the homework of reading & critiquing the required paper before class! 

• Format of Each Lecture: 
• ~45 Minute presentation from 1-2 students assigned to topic 

• Should cover the required paper and key ideas in optional ones 
• We'll give the presenter(s) instructions for each lecture 
• Signup today! -- Link coming soon. 

• ~45 Minute class discussion on the strengths, weaknesses, impact, 
and follow-up opportunities for that area



ML Systems course is 
project-based

• You can work in teams of up to 2 or 3 people.


• Every team member should be able to demonstrate her/his 
contribution(s). 


• The outcome will be evaluated based on the quality of the deliverables 
(code, results, report) and presentations/demonstrations.


• The final report contains motivation, positioning in existing literature, 
technical details, details about the experimental setup, results 
regarding ablation analyses, comparisons, and conclusions.


• It is essential to write why you designed the experiments in any 
specific way and how such a design of the experiment would answer 
any question of hypothesis.



Honor code: permissive but strict - don’t test us ;)

● OK to search about the systems we’re studying.  
● Cite all the resources you reference. 
○ E.g., if you read it in a paper, cite it. 

● NOT OK to ask someone to do assignments/projects for you. 
● OK to discuss questions with classmates. 
● NOT OK to copy solutions from classmates. 
● OK to use existing solutions as part of your projects/assignments. Clarify your 

contributions. 
● NOT OK to pretend that someone’s solution is yours. 
● OK to publish your final project after the course is over (we encourage that!)

50
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Course Projects



Course Projects

● Primary Project: ML Pipeline Adaptation: Configuration Tuning, Runtime 
Resource Adaptation; Extensions over IPA (https://github.com/reconfigurable-
ml-pipeline/ipa) 

● Secondary Options: You define the scope! Any Relevant Topic to ML Systems; 
Examples: 

● LLM Serving: Batching, Scheduling, Eviction Policy, Prefetching 
● Robotics: Multi-Modal Learning and Navigation 
● An extension of your current research! 
● A replication or an extension of existing work.
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Primary Project: Extensions on top of the IPA Infrastructure 

Tools you need for running IPA: https://github.com/reconfigurable-ml-pipeline

https://github.com/reconfigurable-ml-pipeline/ipa

https://github.com/reconfigurable-ml-pipeline
https://github.com/reconfigurable-ml-pipeline/ipa


Primary Project: Extensions on top of the IPA Infrastructure 
Inference Pipeline Adaptation (IPA)

Tools you need for running IPA: https://github.com/reconfigurable-ml-pipeline

https://github.com/reconfigurable-ml-pipeline/ipa

https://github.com/reconfigurable-ml-pipeline
https://github.com/reconfigurable-ml-pipeline/ipa


Examples, Tips, Suggestions



Checkout



Checkout



How the project report 
should looks like?



How the project report 
should looks like?



How the project report 
should looks like?



Reviewed for technical accuracy May 24, 2021
© 2021, Amazon Web Services, Inc. or its Affiliates. All rights reserved. AWS Reference Architecture

Run Machine Learning Algorithms with Satellite Data 
Use AWS Ground Station to ingest satellite imagery, and use Amazon SageMaker to label image data, train a machine 
learning model, and deploy inferences to customer applications. 2

3

1
Satellite sends data and imagery to the AWS 
Ground Station antenna.

AWS Ground Station delivers baseband or 
digitized RF-over-IP data to an Amazon EC2 
instance.

The Amazon EC2 instance receives and 
processes the data, and then stores the data 
in an Amazon S3 bucket.

A Jupyter Notebook ingests data from the 
Amazon S3 bucket to prepare the data for 
training.

Amazon SageMaker Ground Truth labels 
the images.

The labeled images are stored in the 
Amazon S3 bucket.

The Jupyter Notebook hosts the training 
algorithm and code.

Amazon SageMaker runs the training 
algorithm on the data and trains the 
machine learning (ML) model.

Amazon SageMaker deploys the ML models 
to an endpoint.

The SageMaker ML model processes image 
data and stores the generated inferences 
and metadata in Amazon DynamoDB.

Image data received into Amazon S3 
automatically triggers an AWS Lambda 
function to run machine learning services on 
the image data.

Applications interact with AWS Amplify to 
access the ML algorithm and database.

Data Ingestion Machine Learning Applications

Satellite
AWS Ground Station

Digitized RF 
over IP

Antenna Control

Contact 
Scheduling

Demodulation /
Error Correction

Amazon EC2 
instance

Data Preparation Notebooks

Amazon SageMaker
Ground Truth

Training Notebooks

AWS Lambda

SageMaker Model 
Endpoints

Amazon 
DynamoDB

AWS Amplify

User Applications

1

S3 Bucket

S3 Bucket

2

3

4

5

6

7
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Other project ideas

• Focusing on one aspect of ML Systems like testing, deployment, 
explainability, etc.


• You can work with a company (interview, etc) for documenting their ML 
practices, then writing a report to be submitted to a conference or a 
workshop 


• Mining software repositories for ML Systems practices (with a central 
hypothesis)



How to find a good 
problem for your project?



Machine learning community 
has had an evolving focus on AI Systems

2009 2022

Fast 
Algorithms

ML for 
Systems

Distributed 
Algorithms

Deep Learning 
Frameworks

Integration of 
Communities

Machine Learning 
Frameworks

RL for 
Systems

Transformers 
Everywhere

Massive General 
Models



Large  
Language  
Models

This class will focus on large language models  
and the systems that support them.

20
23



AI Research is Exploding



“A New Golden Age in Computer Architecture: Empowering the Machine-Learning Revolution”,

https://ieeexplore.ieee.org/document/8259424

Why?



Forces Driving AI Revolution

ComputeData

Benchmarks

Advances in 
Algorithms and 

Models 1951

1998
Convolutional Networks

Abstractions



What defines good  
AI-Systems  
Research Today?



What defines good  
AI-Systems  
Research Today?



Big Ideas in ML Research

• Generalization (Underfitting/Overfitting) 
• What is being “learned”? 

• Inductive Biases and Representations 
• What assumptions about domain enable efficient learning? 

• Efficiency (Data and Computation) 
• How much data and time are needed to learn? 

• Details: Objectives/Models/Algorithms



What makes a great (accepted) paper?
• State of the art results 

• Accuracy, Sample Complexity, Qualitative Results … 

• Novel settings, problem formulations, and benchmarks 

• Innovation in techniques: architecture, training methodology, … 

• Theoretical results that provide a deeper understanding 

• ----  

• Narrative and framing in prior work and current trends? 

• Parsimony? Are elaborate solutions rejected? If they work better? 

• Verification of prior results?



What defines good  
AI-Systems  
Research Today?



Big Ideas in Systems Research

• Abstraction 
• Designing useful building blocks that hide complexity from 

application developers (modularity, layering, optimization, etc) 

• Tradeoffs 
• What are the fundamental constraints? 
• How can you reach new points in the trade-off space? 

• Problem Formulation 
• What are the requirements, assumptions, and goals?



What makes a great (accepted) paper?
• State of the art results 

• Simplicity, throughput, latency, reliability, cost, scale, …  

• Generality of the proposed problem or solution 
• Novelty of problem formulation, solution, or benchmarks 
• Innovation in techniques 

• Algorithms, data-structures, policies, software abstractions.  

• What you remove or restrictions also often important 

• Narrative and framing in prior work and current trends? 
• Open source? Real-world use?



What defines good  
AI-Systems  
Research Today?



What is AI-Systems Research?
• Good AI and Systems research 

• Provides insights to both communities 
• Builds on big ideas in prior AI and Systems Research 

• Leverages understanding of both domains 
• Studies statistical and computational tradeoffs 
• Identify essential abstractions to bridge AI and Systems 
• Reframes systems problems as learning problems 

• More than just useful open-source software! 
• But software impact often matters…



Problems
What makes a good problem?

Joey



What makes a good problem?

• Impact: People care about the solution 
• … and progress advances our understanding (research) 

• Metrics: You know when you have succeeded 
• Can you measure progress on the solution? 

• Tractable: The problem can be divided into smaller problems 
• You can identify the first sub-problem. 

• Your Edge: Why is it a good problem for you? 
• Leverage your strengths and imagine a new path.



Can you Solve a Solved Problem?

• Ideally, you want to solve a new and important problem. 

• A new solution to a solved problem can be impactful if: 
• It supports a broader set of applications (users) 
• It reveals a fundamental trade-off or 
• Provides a deeper understanding of the problem space 
• 10x Better? 

• Often publishable… 
• Should satisfy one of the three above conditions … as well



Systems Challenges
What matters for making ML Systems fast, scalable, etc?



Performance

• The elephant in the room given “scale is all you need”! 

• Lots of levels to work at: 
• Model architecture 
• Algorithms 
• Software optimization (mostly instructions & data movement) 
• Hardware 
• Larger systems (e.g. a datacenter serving multiple models)



What Matters for System Performance?

Leiserson et al, There’s Plenty of Room at the Top, Science, 2020



What Matters for System Performance?

• The most expensive thing physically is data movement, so 
that tends to matter most 

• Processor core to cache 
• Cache, to other cache levels, to memory 
• Memory to storage & network 
• This is why we worry about batching, block sizes, precision, etc! 

• Of course, other things matter too: 
• Utilization: keep all parts of system working all the time 
• Amdahl’s Law: diminishing returns from optimizing 1 component 
• Instruction count



Reliability

• Large, parallel systems are more likely to experience 
failures and stragglers 

• Lots of techniques to reduce rate and impact of failures 
• Generally easier to optimize mean time to repair (MTTR) than 

mean time between failures (MTBF) 

• ML gives more flexibility because it’s approximate



Programming Models

• What are good abstractions to build AI applications? 
• Upper level: integrating models into a larger app, tracking and 

improving app quality over time 
• Middle level: building model training and inference software 
• Lower level: building math kernels, compilers, etc 

• A good abstraction successfully frees the programmer of 
one or more concerns (e.g., performance or failures) 
while supporting a wide range of apps on top



Security

• Also a “systems” concern about abstractions and their 
potential misuse 

• With DNNs today, one can fairly easily: 
• Recover the training data that went into models 
• Find adversarial inputs that push models to a target output 
• Bypass current methods to train models to be safe 

• LLMs are especially troublesome: 
• They sort of do “code execution” (instruction following) 
• People are trying to let them take actions (plugins, agents)



Learning Materials



Course Textbook



Learning Materials

• Learn one of these frameworks: TensorFlow, PyTorch, JAX


• There are many good tutorials for each framework on their website


• Try to build some very simple models with available benchmarks


• Search for the LeNet model and train it with the MNIST dataset


• Try to feed some input data and get the prediction and print it on the 
console


• Then try to measure basic performance metrics such as Accuracy or 
Inference time



Assignments



Assignment #1 (5 minutes presentation)
Due: This Thursday, September 5

• You present your project idea in 3 minutes (only 3 slides!) 


• We discuss and give feedback in 2 minutes.


• So, make the best out of these 5 minutes to get the most useful feedback for 
your project proposal.


• We should finish all presentations on Thursday, so please make sure you stick 
with the time. If you need to leave by the end of the class, please make sure you 
volunteer to present early, and if we cannot finish all presentations by the end of 
the class, we will move to another class to finish! If any team members cannot 
attend, please make sure other members are available to present. No excuse!



Slide #0: Project Title
that represents your project

• Indicate a title for your project that represents your project. 


• Provide a list of members in your team ideally with their headshot, name, their 
major, and their role in the project. 


• I would like to hear why you teamed up with each other. 


• Also, I would like to hear how you are going to synch with others, in what 
regularity, etc. I would like to see a good synergy between you right at the 
beginning.


• Please make sure everything in your slides is high quality (high-resolution 
pictures, not many words, and clean). 



Slide #1: Problem 
What is the problem that you will be investigating? 

• Why is it interesting? Why is it interesting to you?


• Please indicate your project type: 


1. A replication and (extension) of existing work (including IPA or whatever paper you chose) 


2. An extension of your current research work (in this case, you should indicate where are 
you in your current research and what will be the new stuff, you should also talk with your 
advisor)


3. A real problem that you know is real, and you can talk about it and convince me and 
others that it is a real problem ideally you know people that faced the problem and would 
be happy to use your system/tool when you develop it.



Slide #2: Solution
What solution are you proposing?

• Is it a new method, new algorithm, or new tool? What will be the key outcome/
deliverable? 


• Ideally, this slide should contain a nice figure to contextualize your solution.


• If there are existing implementations, will you use them, and how? Ideally, annotate 
them in the figure. How do you plan to improve or modify such implementations? 
You don't have to have an exact answer at this point, but you should have a general 
sense of how you will approach the problem you are working on. 



Slide #3: Evaluation

• How will you evaluate your results? 


• Qualitatively: what kind of results do you expect (e.g. plots or figures)?


• Quantitatively: what kind of analysis will you use to evaluate and/or compare your 
results (e.g., what performance metrics or statistical tests)?


• What are the existing solutions that you want to compare against them (if you know 
them already)? This does not have to be comprehensive at this point, but this list 
will be updated based on how your project will evolve throughout the semester. 



Feedback

• Please make sure one member acts as a scribe for the team.


• The scribe would write all feedback.


• You need to write down all verbal feedback in written format throughout all 
your presentations in the class. 


• Because, when you submit, they must be part of your submission by 
indicating how you addressed the major feedback/comments.



Assignment #2: Project Proposal
Due: Tuesday Sept 10

• This assignment is easy, simply turn your presentation into a written format (.md file in 
GitHub). 


• Please list the comments you have received in a section right at the beginning. 


• Address the feedback in your project proposal.


• Add any references, at least you must have a couple of key references. 


• If there is a risk, indicate it in your proposal, and a rough plan of how you are going to 
mitigate it. 


• Please make sure you list your project repository in the Excel sheet that I shared on 
Piazza.



What if we cannot submit an assignment by the due date?

• Well, do not worry as long as you have tried and have a concrete plan to finish it.


• Simply ask for an extension over Piazza and indicate what you have done and what is your plan 
to finish it up.


• Example: We have finished this and that sections, but we need to read this one more paper to get 
a better idea about the evaluation. Could we submit it on this date? 


• My default answer to such requests would be: you have got it!


• So, even if I did not get back to you, assume you have got it as long as you provided a good 
reason for it, but please please do not ask for an extension, if you do not have a good reason 
for it. 


• I always care about learning, please do not worry about your grades, but do worry about learning 
and try your best to maximize your learning!


