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Okay, let’s step back and see where we are!
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| ectures

Lecture recordings are available on YouTube.

Tutorials are available on GitHub.

Lecture 1: Reconciling Accuracy, Cost, and Latency of Inference Serving Systems

tl;dr: This lecture reviews three related works out of AlSys lab to set the context for the course and will be served as an example of MLSys research.
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Lecture 2: Machine Learning Systems: Course Overview

tl;dr: This lecture reviews a brief overview of the course, its requirements, learning goals, policies, and expectations.

Lecture 3: How to Read an MLSys Paper?

tl;dr: In Lhis lecture, we discuss a systematic approzch for understanding, both high-level ideas and technical details in MLSys pzpers.
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Lecture 4: Designing and Motivating (ML) Systems Experiments

tl;dr: This lecture offers students both theoretical understanding and practical guidance by using InferLine as a cancrete example, while giving them a

clear roadmap for how to motivate their own projects experimentally.



ML In research vs. produc':ti,",,

This part of lecture is mainly adopted from CS 329S: Machine Learning Systems Design at Stanford
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ML in research vs. in production

Research Production
Objectives Model performance® Different stakeholders have different
objectives

“*” It’s actively being worked. See Utility is in the Eye of the User: A Critigue of NLP Leaderboards (Ethayarajh and Jurafsky, EMNLP 2020)



https://arxiv.org/abs/2009.13888

Stakeholder objectives

ML team
highest accuracy




Stakeholder objectives

ML team Sales
highest accuracy sells more ads




Stakeholder objectives

ML team Sales Product
highest accuracy sells more ads fastest inference




Stakeholder objectives

ML team Sales Product Manager
highest accuracy sells more ads fastest inference maximizes profit
= laying off ML teams




Computational priority

Research Production

Computational priority Fast training, high throughput Fast inference, low latency
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generating predictions




Latency matters
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B 30% increase in latency costs 0.5% conversion rate (2019)

Latency 100 -> 400 ms reduces searches 0.2% - 0.6% (2009)

Booking.com
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® Real-time: low latency = high throughput
® Batched: high latency, high throughput




ML in research vs. in production

Research

Data Static

Production

Constantly shifting
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Data

Research
® C(Clean
® Static

® Mostly historical data

Production

® Messy

® Constantly shifting

® Historical + streaming data

® Biased, and you don’t know how biased
® Privacy + regulatory concerns
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THE COGNITIVE CODER

By Armand Ruiz, Contributor, InfoWorld

The 80/20 data science dilemma

Most data scientists spend only 20 percent of their time on actual data analysis
and 80 percent of their time finding, cleaning, and reorganizing huge amounts
of data, which 1s an inefficient data strategy
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ML in research vs. in production

Research

Production

Objectives

Model performance

Different stakeholders have different
objectives

Computational priority

Fast training, high throughput

Fast inference, low latency

Data

Static

Constantly shifting

Fairness

Good to have (sadly)

Important
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Fairness

Google Shows Men Ads for Better Jobs

by Krista Bradford | Last updated Dec 1, 2019

Graduation

The Berkeley study found that both face-to-face and online lenders rejected a total of 1.3
million creditworthy black and Latino applicants between 2008 and 2015. Researchers
said they believe the applicants "would have been accepted had the applicant not been in
these minority groups." That's because when they used the income and credit scores of the
rejected applications but deleted the race identifiers, the mortgage application was
accepted.
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ML in research vs. in production

Research

Production

Objectives

Model performance

Different stakeholders have different
objectives

Computational priority

Fast training, high throughput

Fast inference, low latency

Data Static Constantly shifting
Fairness Good to have (sadly) Important
Interpretability™ Good to have Important
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Interpretability

Result from the Zoom poll

' Geoffrey Hinton
: @geoffreyhinton

Suppose you have cancer and you have to choose
between a black box Al surgeon that cannot explain
how it works but has a 90% cure rate and a human
surgeon with an 80% cure rate. Do you want the Al
surgeon to be illegal?

12:37 PM - Feb 20, 2020 - Twitter Web Ap

11K Retweets 5.2K Likes

1. Who would you rather pick?

Al Surgeon (90% accuracy) (44) 67%

Human Surgeon (80% accuracy) (22) 33%
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ML in research vs. in production

Research

Objectives Model performance

Computational priority Fast training, high throughput
Data Static
Fairness Good to have (sadly)

Interpretability Good to have

Production

Different stakeholders have different
objectives

Fast inference, low latency
Constantly shifting
Important

Important
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ML systems vs.
traditional software

Software 1.0 vs Software 2.0




Software 1.0 vs Software 2.0
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o Written in code (C++, ...)  Written in terms of a neural

. , , network model with
 Requires domain expertise

1. Decompose the problem * A model architecture

* Weights that are
determined using

3. Compose into a system optimization

2. Design algorithms

https://medium.com/@karpathy/software-2-0-a64152b37c35



Software 1.0 vs Software 2.0
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https://medium.com/@karpathy/software-2-0-a64152b37c35



Software 1.0 vs Software 2.0

 Easier to build and deploy * A wide range of applications
from self-driving cars, to
 Build products faster game, healthcare, robotics,

space, and social good.
* Predictable runtimes and
memory use: easier  1000x Productivity: Google
qualification shrinks language translation
code from 500k LoC to 500

https://jack-clark.net/2017/10/09/import-ai-63-google-shrinks-language-translation-code-from-500000-to-500-lines-with-ai-only-25-of-surveyed-people-believe-
automationbetter-jobs/

https://ai.google/social-good/



What is going on in this mad era of Al/ML!

t’s incredible, isn’t it?

Incredible advances In:

1. Image Recognition (ImageNet + Deep Learning

2. Reinforcement Learning (DeepMind AlphaGo Zero

3. Natural Language Processing (GPT-3
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Separation of Concerns is a design principle for

Traditional Softwa re separating a computer program into distinct components

such that each component addresses a separate concern

® Code and data are separate
o |nputs into the system shouldn’t change the underlying code

SEPARNTE ALL THE

Image by Arda Cetinkaya
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https://www.minepla.net/2014/10/prensip-sahibi-yazilimlar-soc-dry/

ML systems

® Code and data are tightly coupled

0 ML systems are part code, part data

® Not only test and version code, need to test and version data too

Y

the hard part



ML System: version data

® Line-by-line diffs like Git doesn’t work with datasets
® Can’t naively create multiple copies of large datasets
® How to merge changes?
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ML System: test data

How to test data correctness/usefulness?

How to know if data meets model assumptions?

How to know when the underlying data distribution has changed? How to
measure the changes?

® How to know if a data sample is good or bad for your systems?

© Not all data points are equal (e.g. images of road surfaces with cyclists are more important for
autonomous vehicles)
© Bad data might harm your model and/or make it susceptible to attacks like data poisoning attacks

29



Engineering challenges with large ML models

® Jo00 big to fit on-device
® Consume too much energy to work on-device

® Too slow to be useful
o  Autocompletion is useless if it takes longer to make a prediction than to type

® How to run CI/CD tests if a test takes hours/days?

30






Myth #1: Deploying is hard

32



Myth #1: Deploying is hard

Deploying Is easy. Deploying reliably Is hard
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Myth #2: You only deploy one or two ML
models at a time
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Myth #2: You only deploy one or two ML
models at a time

Booking.com: 150+ models, Uber: thousands

" NETFLIX

REESEARCH

— B — i, - — - —
Content Valuation | |
Optimize Production Schedules Screenplay Analysis Using NLP
Predict Quality of Network Machine Translation

_ Fraud Detection Fantent Tagoine
: Classity Support Tickets 65
Predict Churn  -'assify support Ticket

Title Portfolio Optimization

Estimate Word-of-Mouth Effects
Cluster Tweets

Image from Ville Tuulos (Netflix, Outerbounds)

35



Myth #3: You won’t need to update your
models as much
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DevOps: Pace of software delivery is accelerating

e Elite performers deploy 973x more frequently with 6570x faster lead time to

dep|0y (Google DevOps Report, 2021)

e DevOps standard (2015)

o Etsy deployed 50 times/day
o Netflix 1000s times/day
o AWS every 11.7 seconds
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https://cloud.google.com/blog/products/devops-sre/announcing-dora-2021-accelerate-state-of-devops-report

DevOps to MLOps: Slow vs. Fast

We’ll learn how to do minute-
iteration cycle!

Only 11% of organizations can put a model into production within a week,
and 64% take a month or longer

Machine learning Platform in Weibo (WML) —— CTR model iteration

After successive iterations, Weibo machine learning platform (WML), can support over 100B parameters, 1m QPS,

0* 10% 20% 30% anclliteration cycle around 10 minutes now.

304 I ly

950k

190+
10i I

B Parameter scale
- Model count
B Model service QPS
B Iteration cycle

3

1 day or less ' 1% monthly
1 day-1 week 10*
10+ 5
oo ||
1 month-1 quarter l ‘ 24% -.
o—® O
1-2 quarters | 18 e 1 ’o

( o r Offiine machine leaming Cffline machine leaming
GADT
More than 1 year - 3% GROT.LR

0™ 25" 20™* 75"

+ GBDT

Left image from Algorithmia | Right image: Machine learning with Flink in Weibo (Qian Yu, QCon 2019)

3.0
+ DNN

Offine machire learning
LR
GBOT
GROT 4R
Daen laarning

Wided Deop

4.0
+FM

OMine machine leaming
LA
GARDT
GRDT.LR
M
M
Deop waming
Wige& Deegp

5.0
+ Online FM

Online machine learnirg
Onilne FM/FFM
Crtfline machine learning
LIJ/GRDT/GBDT.LR

Ea/ e

Cowp lwarning
Wioes Deep
Deept
osswv

» WeilLearn 6.0

+ Online DNN

Onlirwe deop leaming
Enforce the expressive
wevame of crline machNne

warning model
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https://www.youtube.com/watch?v=WQ520rWgd9A&ab_channel=FlinkForward

Accelerating ML Delivery

How
often SHOULD

| update
my models?

How often
CAN | update
my models?

39



ML + DevOps = 4
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Myth #4: ML can magically transform your
business overnight

41



Myth #4: ML can magically transform your
business overnight

Magically: possible
Overnight: no
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Efficiency improves with maturity

Model deployment timeline and ML maturity

0% 25% 50% /5% 100

Getting developed
models into production

Early adopters
(models in production
1-2 years)

Mid-stage adopters
(models in production
2—4 years)

Sophisticated
(models in production
5+ years)

0% 25% 50% 75% 100

B 07days B 8-30days B 31-90 days B 91-365days B 1 years

2020 state of enterprise machine learning (Algorithmia, 2020)



https://info.algorithmia.com/hubfs/2019/Whitepapers/The-State-of-Enterprise-ML-2020/Algorithmia_2020_State_of_Enterprise_ML.pdf

ML engineering is more engineering than ML

MLEs might spend most of their time: @ Chip Huyen @chipro - Oct 12, 2020

Machine learning engineering is 10% machine learning and 90%
engineering.

Wrangllng data () 88 Tl 608 () 76K T )
underStanding data 11 You Retweeted

) v, Elon Musk £

Setting up iInfrastructure )  @elonmusk

. Replying to @chipro
deploying models Cont

11:09 PM - Oct 12, 2020 - Twitter for iPhone

instead of training ML models

93 Retweets 16 Quote Tweets 5,293 Likes



Myth #5: Most ML engineers don’t need to
worry about scale
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Myth #5: Most ML engineers don’t need to
worry about scale

Company Size

Just me - | am a freelancer, sole proprietor, etc. 6.1%
2-9 employees 10.3%
10 to 19 employees 9.4%
20 to 99 employees 21.2%
100 to 499 employees 17.9%
500 to 999 employees 6.4%
1,000 to 4,999 employees 10.5%
5,000 to 9,999 employees 4.2%

10,000 or more employees 14.1%

StackOverflow Developer Survey 2019


https://insights.stackoverflow.com/survey/2019

