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How projects will be 
evaluated?

• Team up with other 2 students, so each team 3 persons


• Select one project


• No communications between the two teams


• Every teammate should be able to demonstrate her/his contribution


• The outcome will be evaluated based on the quality of the results, report, 
and final presentation.


• The final report is an iPython notebook that has documentation, results, 
comparisons, discussions, and related work.


• 60% of your final mark will be evaluated based on the course project.



Project description

How the choice of DVFS (e.g., CPU frequency, enable/
disable CPU cores) affect inference time and energy 
consummations of Deep Neural Networks (DNNs)?



Project goal

• The aim of the project is to perform design space 
exploration of DNNs in resource constrained devices 
(e.g., Nvidia TK1, TX1).


• The goal is to understand how the choice of hardware 
configurations in the deployment environment can 
influence runtime characteristics of DNNs. 



Selecting hardware platform

• You first need to select the hardware platform for your 
experiment 


• I will give you access to an instance of Nvidia TX1, 
once you created your GitHub repository, send me an 
email and I will give you access instructions. 


• You are also free to choose the hardware platform of 
your choice, let me know this choice as well.



Deciding the configuration 
space

• You need to then choose the configuration space you would like to explore.


• For this, you need to select specific configuration options you can vary on the hardware 
platform you choose for your experiments. E.g.:


• CPU frequency


• Number of enabled cores


• Modes of CPU cores (General, low-power)


• You should also select few configuration options at the model compiler level, e.g.:


• TensorFlow options (KMP BLOCKTIME, KMP AFFINITY, OMP NUM THREADS), 


• LLVM options (O1, O2, O3, vectorize slp aggressive), 


• CUDA options (maxrregcount, ptxas options, ftz, prec div, prec sqrt, use fast math, 
fmad)



Selecting specific DNN 
architectures

• Select few pre-trained DNN architectures that fit onto 
your hardware platform, e.g.:


• Any pre-trained CNN architecture


• Use available implementations, e.g.,: https://
github.com/tensorflow/benchmarks



Deciding about workload

• Choose 2 different workloads from existing datasets, e.g. 
UCI repository, or other available datasets


• Image


• Time-series


• Text


• etc.



Start measurements
• Once you decided about the configuration space, you need 

to determine the configurations that you want to measure.


• At this stage you need to discretize the continuous variables.


• And think about using a sampling strategy, e.g., random 
sampling, or possibly Full factorial design


• https://en.wikipedia.org/wiki/Design_of_experiments


• Do not forget that you need to measure both Inference time 
and energy consumption for each configuration



Performance measurements

Model 
Learning (4.2)
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Table 1: Experimental Results

Performance Consistency Influential Options Influential Interactions

Environment ES M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 M11 M12 M13 M14

DNN

ec
1

: [h
1

! h
2

] S 0.98 0.30 0.98 0.97 0.93 8 6 5 1 0.82 16 12 12 0.94
ec

2

: [h
1

! h
3

] S 1.00 0.19 0.99 0.93 0.94 8 7 7 0 0.90 16 12 12 0.93
ec

3

: [h
3

! h
4

] M 0.89 0.41 0.47 0.46 0.66 7 7 5 1 0.80 12 18 12 0.68
ec

4

: [w
1

! w
2

] S 1.00 0.01 1.00 0.95 0.95 7 7 6 1 0.82 12 12 12 0.98
ec

5

: [w
1

! w
3

] S 1.00 0.01 1.00 0.94 0.95 7 7 6 1 0.89 12 12 12 0.99
ec

6

: [w
1

! w
4

] S 1.00 0.01 1.00 0.95 0.95 7 8 6 1 0.85 12 12 12 0.98
ec

7

: [v
1

! v
2

] M 0.97 0.24 0.96 0.86 0.93 6 6 6 0 0.78 12 14 12 0.90
ec

8

: [v
1

! v
3

] M 0.94 0.21 0.93 0.58 0.79 6 7 6 0 0.66 16 21 16 0.74
ec

9

: [v
2

! v
3

] M 0.95 0.04 0.93 0.54 0.79 6 7 6 0 0.73 17 21 16 0.76
ec

10

: [h
4

w
3

v
1

! h
4

w
2

v
2

] L 0.48 0.31 0.45 0.66 0.70 7 6 6 0 0.70 18 14 14 0.60

h1: Azure, h2: AWS, h3: TK1, h4: GPU; w1: Co�ee, w2: DiatomSizeReduction, w3: Adiac, w4: ShapesAll;
v1: TensorFlow, v2: Theano, v3: CNTK;
Metrics: M1: Pearson correlation; M2: Kullback-Leibler (KL) divergence; M3: Spearman correlation; M4/M5: Perc.
of top/bottom conf.; M6/M7: Number of influential options; M8/M9: Number of options agree/disagree; M10:
Correlation btw importance of options; M11/M12: Number of interactions; M13: Number of interactions agree on
e�ects; M14: Correlation btw the coe�s;
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4 Technical Aims and Research Plan

We will pursue the following technical aims: (1) investigate potential criteria for e↵ective sampling for
exploration of the design space of DNN architectures (Section 4.2), (2) build analytical models that ac-
curately predict the performance of a given architecture configuration given other similar architectures,
which either have been measured in the target environments or other similar environments, without
measuring the network performance directly (Section 4.3), and (3), develop a tunning mechanism
that exploit the performance model from previous step to e↵ectively search for optimal architectures
(Section 4.4).

4.1 Project Timeline

We plan to complete the proposed project in two years. To mitigate project risks, we will divide the
project into three major phases:

8

DNN Stack
Figure 3: Overview of the proposal.

Phase 1 is crosscutting and provides experimental data for all other phases, e.g., for building models in phase
2 and for evaluations in phase 3; we will continue collecting experimental data throughout the project. Phase 2
and 3 explore di↵erent facets of the design space exploration; these two phases are tightly coupled. Together, they
enable e↵ective and e�cient exploration of DNNs. The phases 2 and 3 are dependent on phase 1, however, we
mitigated the risks via a comprehensive data collection in our preliminary study and we observed some positive
evidence that system options have significant influence towards energy consumption and transfer learning works
for DNN energy optimization process.

4.1 Guided sampling

The first step towards optimizing energy consumption is to sample the design space to find promising archi-
tectures. In a previous work, we have shown that not all configurations in the design space have the same
information value [32]. Based on this insight, we need to develop some criteria for sampling the space, i.e. some
criteria to single out interesting architectures to evaluate because each evaluation is costly and the aim is to find
optimized architectures with the least possible architecture evaluation.

To derive such criteria, we first need to understand the design space via an empirical study by analyzing the
performance behavior of DNN architectures. For data collection, we will use our exploration tool, DeepArch-
Xplorer2, that enables automatic construction and performance measurements of DNNs. The overall aim is to
collect measurement data as we did in our preliminary study in Figure 2, but for more varieties of workload,
configuration options, deployment platforms to decrease the threats to external validity of our work. When we
have collected the data, we then will start statistical analyses to understand the landscape of DNN: (i) To obtain
a better understanding of how di�cult it is to optimize this benchmark, we will compute the empirical cumulative
distribution of the energy consumption and accuracy of all architectures. This will give us intuition about what
percentage of the configuration space is Pareto optimal. (ii) To analyze the importance of configuration options,
we will assess the change of objective metrics (energy and accuracy) with respect to changing a single option
at a time. We will quantify the importance of options as well as their interactions by marginalizing the error
obtained by setting it to a specific value over all possible values of all other configuration options.

Using the empirical data, we will develop: (i) generic criteria (e.g., information-based criteria such as mutual
information between the current set of samples and the new sample) and (ii) situational criteria (e.g., the samples
which are more likely to push the Pareto optimal in the current environment given similar e↵ects on previously
seen environments). In completing this aim, we will address the following research questions:

1. RQ1: Will the use of previous measurements of the configuration space lead to a more e↵ective sampling? In
our previous work [32], we have observed that transfer learning from similar environments (e.g., measurements
on a di↵erent hardware) leads to a more e↵ective sampling of the configuration space. For DNN, we will
empirically investigate whether transfer learning would help in identifying informative architectures.

2
https://github.com/pooyanjamshidi/deeparch-xplorer
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Analyzing data
• Once you measured configurations, you need to dig into data and find 

interesting trends.


• You could look into Pareto-optimal configurations


• You could find whether the optimal configurations in one DNN 
architecture is also optimal in other architectures, if not dig into and 
find out why.


• You could look into correlation measures across different workloads


• You may want to have a look at this to get some idea what kinds of 
analyses you may want to perform: https://arxiv.org/pdf/
1709.02280.pdf



Final point

• Use your creativity when it comes to analyzing the results, 
try to surprise me! 


• If you find a very interesting observations and dig into it 
by providing some insight, you will then get a good score!


• If you also produce very good results, you may also want 
to think about a potential paper, it’s optional, but I 
strongly recommend it.


